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Abstract—For multi-input single-output output-error systems, the least-squares (LS) estimates are biased. In order to obtain the unbiased estimates, we present a recursive LS identification algorithm based on a bias compensation technique. The basic idea is to eliminate the estimation bias by adding a correction term in the LS estimates, and further to derive a bias compensation based recursive LS algorithm. Finally, we test the proposed algorithms by simulation and show their effectiveness.
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I. PROBLEM FORMULATION

SINCE a multi-input multi-output system may be decomposed into several multi-input single-output (MISO) sub-systems, we consider a MISO system described by the output-error state-space model [1]

\[
\begin{align*}
\dot{x}(t + 1) &= A x(t) + B u(t), \\
y(t) &= C x(t) + D u(t) + v(t).
\end{align*}
\]

Here, \(x(t) \in \mathbb{R}^m\) is the state vector, \(u(t) = [u_1(t), u_2(t), \ldots, u_r(t)]^T \in \mathbb{R}^r\) the system input vector (the superscript \(T\) denoting the matrix transpose), \(y(t) \in \mathbb{R}^1\) the system output, \(v(t) \in \mathbb{R}^1\) the observation white noise with zero mean, and \(A , B , C , D \in \mathbb{R}^{m \times m} , B = [b_1, b_2, \ldots, b_r] \in \mathbb{R}^{m \times r} , C = [c_1, c_2, \ldots, c_r] \in \mathbb{R}^{1 \times m} \) the system matrices.

Taking the \(z\) transforms in (1) gives

\[
y(z) = \left[ C (z I - A)^{-1} B + D \right] u(t) + v(t) = C \text{ad}[I - A z^{-1}] B z^{-m} \text{det}[z I - A] + D u(t) + v(t)
\]

\[
= \frac{1}{\alpha(z)} \sum_{i=1}^r B_i(z) u_i(t) + v(t)
\]

with \(\alpha(z)\) being the characteristic polynomial in the unit delay operator \(z^{-1}[z^{-1} y(t) = y(t - 1)]\) of degree \(n\) and \(B_i(z)\) a polynomial in \(z^{-1}\), and both represented as

\[
\alpha(z) = z^{-n} \text{det}[z I - A]
\]

\[
= 1 + \alpha_1 z^{-1} + \alpha_2 z^{-2} + \cdots + \alpha_n z^{-n}, \quad \alpha_i \in \mathbb{R}^1
\]

\[
B_i(z) = C \text{ad}[I - A z^{-1}] b_i + d_i z^{-m} \text{det}[z I - A]
\]

\[
= \beta_{i0} + \beta_{i1} z^{-1} + \cdots + \beta_{in} z^{-n}, \quad \beta_{ij} \in \mathbb{R}^1.
\]

The output-error model in (2) cannot be identified by standard least-squares (LS) algorithms since it differs from the multi-input autoregressive with exogenous input (ARX) model [2]

\[
\alpha(z)y(t) = \sum_{i=1}^r B_i(z) u_i(t) + v(t).
\]

The bias correction or bias elimination identification method is an effective way of obtaining unbiased parameter estimates of stochastic systems. It has been used to study the identification problem of various system models, e.g., output-error systems [3]–[5], ARX models with correlated noise [6], autoregressive moving average (ARMA) models [7], MIMO systems [8], autoregressive models [9], errors-in-variables models [10]–[12], feedback or closed-loop systems [13]–[17]. However, most correlation analysis based contributions mentioned above require the assumption that the system input is ergodic, which is very difficult to satisfy in practice, and few address recursive identification methods based on the bias correction technique, which is the focus of this work. This paper uses the bias compensation or bias correction technique to study the recursive identification problem of MISO systems in (2). The basic idea is to use a correction term to compensate the biased LS estimates, and then to derive a bias compensation based recursive LS (BCRLS) algorithm to estimate the unknown parameters \((\alpha_i, \beta_{ij})\) in (2) from the given input–output measurement data \(\{u_i(t), y(t) : t = 1, 2, \ldots\}\), and further, to study the numerical convergence of the algorithm presented by simulation. The approach here differs not only from the ones mentioned above because we do not assume that the system input is ergodic, but also from the ones in [18]–[20] which used the auxiliary model technique to identify and estimate the parameters and missing outputs of dual-rate sampled-data systems. The proposed approach is also different from the method in [21] which used a hierarchical identification principle to study the identification problem for multi-input, multi-output systems.

Briefly, the paper is organized as follows. Section II derives a basic identification algorithm for MISO systems based on a bias compensation technique. Section III presents an illustrative example for the results in this paper. Finally, concluding remarks are given in Section IV.
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II. ALGORITHM DERIVATION

Let

\[ e(t) := \alpha(z)v(t). \]

Equation (2) can be written as

\[ \alpha(z)y(t) = \sum_{i=1}^{r} B_i(z)u_i(t) + e(t). \]

Define the parameter vector \( \theta \), information vector \( \varphi(t) \), and noise vector \( \psi(t) \) as

\[
\begin{align*}
\theta &= [\alpha_1 \alpha_2 \cdots \alpha_n \beta_{n1} \cdots \beta_{nr}]^T \in \mathbb{R}^{n_0}, \\
\varphi(t) &= [-y(t-1) - y(t-2) \cdots - y(t-n)]^T = [u_0(t) \ u_1(t-1) \ \cdots \ u_r(t-n)]^T \in \mathbb{R}^{n_0}, \\
\psi(t) &= [v(t-1) \ \cdots \ v(t-n-1) \ \cdots \ \psi_{n0}(t-n)]^T \in \mathbb{R}^{n_0}, \\
n_0 &:= n + r(n + 1).
\end{align*}
\]

From (9) and (10), we have

\[
\begin{align*}
e(t) &= \psi^T(t)\theta + v(t) \quad \text{(11)} \\
y(t) &= \varphi^T(t)\theta + e(t) \quad \text{(12)} \\
y(t) &= \varphi^T(t)\theta + \psi^T(t)\theta + v(t). \quad \text{(13)}
\end{align*}
\]

Further, let

\[
\begin{align*}
Y(t) &= [y(1) \ y(2) \ \cdots \ y(t-n)]^T \in \mathbb{R}^t, \\
\Phi(t) &= [\varphi(1) \ \varphi(2) \ \cdots \ \varphi(t)]^T \in \mathbb{R}^{t \times n_0}, \\
E(t) &= [e(1) \ e(2) \ \cdots \ e(t)]^T \in \mathbb{R}^t.
\end{align*}
\]

It is easy to get

\[ Y(t) = \Phi(t)\theta + E(t). \quad \text{(17)} \]

Form a cost function [2]

\[ J(\theta) = ||Y(t) - \Phi(t)\theta||^2 \]

where \( ||X||^2 := \text{tr}[XX^T]\). According to the LS principle, we can obtain the LS estimate of \( \theta \) as follows:

\[ \hat{\theta}_{LS}(t) = \left[ \Phi^T(t)\Phi(t) \right]^{-1}\Phi^T(t)Y(t). \]

Because \( e(t) = E(t) \) is a correlated noise (vector), this LS estimate \( \hat{\theta}_{LS} \) is a biased one of the parameter vector \( \theta \). In fact, using (17), we get

\[ \hat{\theta}_{LS}(t) = \left[ \Phi^T(t)\Phi(t) \right]^{-1}\Phi^T(t)(\Phi(t)\theta + E(t)) \]

\[ = \theta + \left[ \Phi^T(t)\Phi(t) \right]^{-1}\Phi^T(t)E(t) \]

\[ = \theta + \left[ \sum_{i=1}^{t} \varphi(i)\varphi^T(i) \right]^{-1}\left[ \sum_{i=1}^{t} \varphi(i)e(i) \right]. \quad \text{(20)} \]

Using (11), it follows that

\[ \left[ \sum_{i=1}^{t} \varphi(i)\varphi^T(i) \right] \left( \hat{\theta}_{LS}(t) - \theta \right) = \sum_{i=1}^{t} \varphi(i)e(i) \]

\[ = \sum_{i=1}^{t} \varphi(i)[\psi^T(i)\theta + v(i)]. \quad \text{(21)} \]

Dividing by \( t \) and taking limit yield

\[
\lim_{t \to \infty} \frac{1}{t} \left\{ \sum_{i=1}^{t} \varphi(i)\varphi^T(i) \right\} \left( \hat{\theta}_{LS}(t) - \theta \right) = \theta + \lim_{t \to \infty} \frac{1}{t} \sum_{i=1}^{t} \varphi(i)v(i). \quad \text{(22)}
\]

Since \( v(t) \) is a white noise with zero mean and variance \( \sigma^2 \) and is independent of the inputs, i.e., \( E[v(t)\varphi(i)] = 0 \), \( E[v(t)\varphi(i)\varphi(j)] = 0 \), \( j \neq 0 \), \( E[v^2(t)] = \sigma^2 \), and \( E[v(t)u_i(t)] = 0 \), the second term on the right-hand side of the above equation converges to zero, and the first term converges to \( -\sigma^2 \Lambda \theta \), which means

\[ \lim_{t \to \infty} \frac{1}{t} \sum_{i=1}^{t} \varphi(i)v^T(i)\theta = -\sigma^2 \Lambda \theta \quad \text{(23)} \]

where

\[ \Lambda := \begin{bmatrix} I_n & 0 \\ 0 & 0 \end{bmatrix} \in \mathbb{R}^{n_0 \times n_0}. \]

Define the data product moment matrix

\[ R(t) := \Phi^T(t)\Phi(t). \]

Provided that the inputs are persistent excitation signals, for large \( t \), the following persistent excitation (PE) condition holds:

\[ \frac{R(t)}{t} > 0. \]

This includes the generalized PE condition [19], the weak PE condition [19] and the strong PE condition [22]. Hence, from (22), we have

\[ \lim_{t \to \infty} \hat{\theta}_{LS}(t) = \theta - \sigma^2 \lim_{t \to \infty} \frac{1}{t} R^{-1}(t)\Lambda \theta. \quad \text{(24)} \]

The following is to indicate that the results in [4] require the stationarity and ergodicity assumptions. Define the correlation function \( R_{\varphi}(t) \) of \( \varphi(t) \) as follows:

\[ R_{\varphi}(t) = E[\varphi(t)\varphi^T(t)]. \]

If the inputs are stationary and ergodic, i.e., \( \varphi(t) \) is 2nd-moment-ergodic and \( \lim_{t \to \infty} R(t)/t \) exists, then \( R_{\varphi}(t) \) does not depend on \( t \) (denoted by \( R_{\varphi} \)) and \( R_{\varphi} = \lim_{t \to \infty} R(t)/t \) according to the definition of ergodicity. Under such assumptions, (24) can be written as

\[ \lim_{t \to \infty} \hat{\theta}_{LS}(t) = \theta - \sigma^2 R_{\varphi}^{-1}\Lambda \theta. \quad \text{(25)} \]

Equation (25) is the basic equation of the bias compensation methods for stationary cases, see, e.g., [4], and obviously requires the assumption that the sample average \( R(t)/t \) has limit. For nonstationary data, \( R(t)/t \) is time-varying and has no limit; thus \( R_{\varphi} \) does not exist—see the example later.

If the noise variance \( \sigma^2 \) and correlation function \( R_{\varphi} \) are known or obtained by estimation, then from (25), an alternate way to get the unbiased estimate \( \hat{\theta}(t) \) of \( \theta \) can be simply expressed as

\[ \hat{\theta}(t) = [I - \sigma^2 R_{\varphi}^{-1}\Lambda]^{-1} \hat{\theta}_{LS}(t). \]

Equation (24) shows that the LS estimate \( \hat{\theta}_{LS}(t) \) is biased, and is a basic equation for bias compensation methodologies, without assuming stationarity and ergodicity of input data. If we introduce a compensation term \( \sigma^2 t R_{\varphi}^{-1}(t)\Lambda \theta \) in the LS
estimate \( \hat{\theta}_{\text{LS}}(t) \), then we can obtain the unbiased estimate
\[
\hat{\theta}_{\text{LS}}(t) + \sigma^2 tR^{-1}(t) \Delta \theta =: \hat{\theta}_c(t) \quad \text{of} \quad \theta, \quad \text{i.e.,} \quad \hat{\theta}_c(t) \to \theta.
\]
This is the basic idea of the bias compensation LS method. Define a covariance matrix
\[
P(t) := \left[ \Phi(t) \phi(t) \right]^{-1}.
\]
Let \( \hat{\sigma}^2(t) \) be the estimate of the noise variance \( \sigma^2 \). We can write \( \hat{\theta}_c \) in a recursive form
\[
\hat{\theta}_c(t) = \hat{\theta}_{\text{LS}}(t) + \hat{\sigma}^2(t) t P(t) \hat{\theta}_{\text{LS}}(t - 1)
\]
where \( \hat{\theta}_c(t) \) and \( \hat{\theta}_{\text{LS}}(t) \) are the bias compensation LS estimate and LS estimate of \( \theta \) at time \( t \), respectively.

Now, the problem is changed into how to compute the variance estimate \( \hat{\sigma}^2(t) \). The details are as follows. Let
\[
\varepsilon_{\text{LS}}(t) := y(t) - \varphi^T(t) \hat{\theta}_{\text{LS}}.
\]
Using (11)–(13) and the relation
\[
\sum_{i=1}^{t} \varepsilon_{\text{LS}}(i) \varphi^T(i) = 0
\]
it is not difficult to get
\[
\sum_{i=1}^{t} \varepsilon_{\text{LS}}^2(i) = \sum_{i=1}^{t} \varepsilon_{\text{LS}}(i) [y(i) - \varphi^T(i) \hat{\theta}_{\text{LS}}]
\]
\[
= \sum_{i=1}^{t} \varepsilon_{\text{LS}}(i) y(i)
\]
\[
+ \sum_{i=1}^{t} \varepsilon_{\text{LS}}(i) [\varphi^T(i) \theta + \psi^T(i) \theta + \varphi(i)]
\]
\[
= \sum_{i=1}^{t} \varepsilon_{\text{LS}}(i) [\psi^T(i) \theta + \varphi(i)]
\]
\[
= \sum_{i=1}^{t} \left[ y(i) - \varphi^T(i) \hat{\theta}_{\text{LS}} \right] [\psi^T(i) \theta + \varphi(i)]
\]
\[
= \sum_{i=1}^{t} [\varphi^T(i) \theta + \psi^T(i) \theta + \varphi(i) - \varphi^T(i) \hat{\theta}_{\text{LS}}] \times [\psi^T(i) \theta + \varphi(i)]
\]
\[
= \sum_{i=1}^{t} [\varphi^T(i) \theta - \hat{\theta}_{\text{LS}}] [\psi^T(i) \theta + \varphi(i)]
\]
\[
+ \sum_{i=1}^{t} [\psi^T(i) \theta + \varphi(i)]^2.
\]
\[
\hat{\sigma}^2(t) = \frac{\lim_{t \to \infty} \frac{1}{t} \sum_{i=1}^{t} \varepsilon_{\text{LS}}^2(i)}{1 + \hat{\theta}_c^T(t) \Lambda \hat{\theta}_{\text{LS}}(t)}
\]
\[
\sigma^2 = \lim_{t \to \infty} \frac{1}{t} \sum_{i=1}^{t} \varepsilon_{\text{LS}}^2(i).
\]
The estimate \( \hat{\sigma}^2(t) \) of \( \sigma^2 \) may be computed by
\[
\hat{\sigma}^2(t) = \frac{\hat{J}(t)}{1 + \hat{\theta}_c^T(t) \Lambda \hat{\theta}_{\text{LS}}(t)}
\]
where
\[
J(t) = \sum_{i=1}^{t} \varepsilon_{\text{LS}}^2(i) = \sum_{i=1}^{t} \left[ y(i) - \varphi^T(i) \hat{\theta}_{\text{LS}}(t) \right]^2.
\]
From the definition of \( P(t) \) and (18), we easily get the recursive relation of \( \hat{\theta}_{\text{LS}} \) as follows:
\[
\hat{\theta}_{\text{LS}}(t) = \hat{\theta}_{\text{LS}}(t-1) + P(t) \varphi(t)
\]
\[
P^{-1}(t) = P^{-1}(t-1) + \varphi(t) \varphi^T(t)
\]
or
\[
P(t) = P(t-1) - \frac{P(t-1) \varphi(t) \varphi^T(t) P(t-1)}{1 + \varphi^T(t) P(t-1) \varphi(t)}.
\]
Thus, we have
\[
J(t) = \sum_{i=1}^{t} \left[ y(i) - \varphi^T(i) \hat{\theta}_{\text{LS}}(t) \right]^2
\]
\[
= J(t-1) + \left[ y(t) - \varphi^T(t) \hat{\theta}_{\text{LS}}(t-1) \right]^2.
\]
From the above equations, we can summarize the BCRLS algorithm as follows:
\[
\hat{\theta}_c(t) = \hat{\theta}_{\text{LS}}(t) + t \hat{\sigma}^2(t) P(t) \hat{\theta}_{\text{LS}}(t - 1)
\]
\[
\hat{\theta}_{\text{LS}}(t) = \hat{\theta}_{\text{LS}}(t-1) + L(t) \left[ y(t) - \varphi^T(t) \hat{\theta}_{\text{LS}}(t-1) \right]
\]
\[
L(t) = P(t-1) \varphi(t) [1 + \varphi^T(t) P(t-1) \varphi(t)]^{-1}
\]
\[
P(t) = [I - L(t) \varphi^T(t)] P(t-1), \quad P(0) = p_0 I
\]
\[
J(t) = J(t-1) + \left[ y(t) - \varphi^T(t) \hat{\theta}_{\text{LS}}(t-1) \right]^2
\]
\[
\hat{\sigma}^2(t) = \frac{J(t)}{t + \sum_{i=1}^{t} \varepsilon_{\text{LS}}^2(i)}
\]
\[
\varphi(t) = \left[ -y(t-1) - y(t-2) \cdots - y(t-n) \right]
\]
\[
u_1(t) u_1(t-1) \cdots \nu_1(t-n) \cdots
\]
\[
u_n(t) u_n(t-1) \cdots \nu_n(t-n) \cdots
\]
where \( \hat{\theta}_{\text{LS}}(t) \) and \( \hat{\theta}_{\text{LS}}(t) \) represent the i-th element of \( \hat{\theta}_c(t) \) and \( \hat{\theta}_{\text{LS}}(t) \), respectively. To initialize this BCRLS algorithm, we take \( p_0 \) to be a large positive number, e.g., \( p_0 = 10^6 \), and take both \( \hat{\theta}_{\text{LS}}(0) \) and \( \hat{\theta}_c(0) \) to be zero vectors or some small real vectors, e.g., \( \hat{\theta}_{\text{LS}}(0) = \hat{\theta}_c(0) = 10^{-6} \mathbf{1}_{n_0} \) with \( \mathbf{1}_{n_0} \) being an \( n_0 \)-dimensional column vector whose elements are 1.

To summarize, we list the steps involved in the BCRLS algorithm to recursively compute the parameter estimation vector \( \hat{\theta}_c(t) \) as \( t \) increases:

1. Initialize \( \hat{\theta}_{\text{LS}}(0) \) and \( \hat{\theta}_c(0) \) as zero vectors or small real vectors, e.g., \( \hat{\theta}_{\text{LS}}(0) = \hat{\theta}_c(0) = 10^{-6} \mathbf{1}_{n_0} \) with \( \mathbf{1}_{n_0} \) being an \( n_0 \)-dimensional column vector whose elements are 1.
2. Compute the bias compensation LS estimate \( \hat{\theta}_{\text{LS}}(t) \) using the LS algorithm.
3. Compute the unbiased estimate \( \hat{\theta}_c(t) \) using the recursive formula
\[
\hat{\theta}_c(t) = \hat{\theta}_{\text{LS}}(t) + \hat{\sigma}^2(t) t P(t) \hat{\theta}_{\text{LS}}(t - 1)
\]
4. Compute the noise variance estimate \( \hat{\sigma}^2(t) \) using the recursive formula
\[
\hat{\sigma}^2(t) = \frac{J(t)}{t + \sum_{i=1}^{t} \varepsilon_{\text{LS}}^2(i)}
\]
5. Update the parameter estimation vector \( \hat{\theta}_c(t) \) using the recursive formula
\[
\hat{\theta}_c(t) = \hat{\theta}_c(t-1) + L(t) \left[ y(t) - \varphi^T(t) \hat{\theta}_c(t-1) \right]
\]
where \( \hat{\theta}_{\text{LS}}(t) \) and \( \hat{\theta}_{\text{LS}}(t) \) represent the i-th element of \( \hat{\theta}_c(t) \) and \( \hat{\theta}_{\text{LS}}(t) \), respectively. To initialize this BCRLS algorithm, we take \( p_0 \) to be a large positive number, e.g., \( p_0 = 10^6 \), and take both \( \hat{\theta}_{\text{LS}}(0) \) and \( \hat{\theta}_c(0) \) to be zero vectors or some small real vectors, e.g., \( \hat{\theta}_{\text{LS}}(0) = \hat{\theta}_c(0) = 10^{-6} \mathbf{1}_{n_0} \) with \( \mathbf{1}_{n_0} \) being an \( n_0 \)-dimensional column vector whose elements are 1.
1) Collect the input–output data \( \{u(t), y(t)\} \), and data length \( L \).

2) To initialize, let \( t = 1 : p_0 = 10^6, P(0) = p_0I_6, \theta_1(0) = \hat{\theta}(0) = 1/6p_0, J(0) = 0. \)

3) Form \( \varphi(t) \) by (53), compute \( J(t) \) by (50), \( P(t) \) by (49), \( L(t) \) by (48) and \( \theta_{15}(t) \) by (47).

4) Compute \( \sigma^2(t) \) by (51) and \( \hat{\theta}(t) \) by (46).

5) If \( t = L + 1 \), then terminate the procedure and obtain the estimate \( \hat{\theta}_B(L) \) of the parameter vector \( \theta \); otherwise, increment \( t \) by 1 and go to step 3.

III. EXAMPLE

An example is given to show the effectiveness of the proposed algorithms. Consider the 2-input and 1-output system

\[
y(t) = \frac{1}{\alpha(z)} \left[ B_1(z)u_1(t) + B_2(z)u_2(t) \right] + v(t)
\]

\[
\alpha(z) = 1 + \alpha_1 z^{-1} + \alpha_2 z^{-2} = 1 - 0.84 z^{-1} + 0.16 z^{-2}
\]

\[
B_1(z) = \beta_{11} z^{-1} + \beta_{12} z^{-2} = 0.12 z^{-1} + 0.32 z^{-2}
\]

\[
B_2(z) = \beta_{21} z^{-1} + \beta_{22} z^{-2} = 0.25 z^{-1} + 0.18 z^{-2}
\]

\[
\theta = [\alpha_1 \, \alpha_2 \, \beta_1 \, \beta_2 \, \beta_{11} \, \beta_{12} \, \beta_{21} \, \beta_{22}].
\]

\( \{u_1(t), u_2(t)\} \) is taken as an uncorrelated persistent excitation vector sequence with zero mean and unit variance \( \sigma^2_{u_1} = \sigma^2_{u_2} = 1.00^2 \), and \( \{v(t)\} \) as a white noise sequence with zero mean and variance \( \sigma^2_v = 0.10^2 \). Under such conditions, this example gives rise to a stationary problem. Apply the LS and BCRLS algorithms and a comparable BCLS algorithm in [4] to estimate the parameters of this system, the LS estimates \( \hat{\theta}_{LS}(t) \), and bias compensation recursive LS (BCRLS) estimates \( \hat{\theta}_B(t) \), bias compensation LS (BCLS) estimates \( \hat{\theta}_C(t) \) and their errors are shown in Table I, and the parameter estimation errors \( \delta = ||\hat{\theta}(t) - \theta||/||\theta|| \) versus \( t \) are shown in Fig. 1, where \( \hat{\theta}(t) \) represents \( \hat{\theta}_{LS}(t) \) or \( \hat{\theta}_C(t) \) or \( \hat{\theta}_B(t) \), and \( \delta_{BCLS} \) represents the noise-to-signal ratio of the system and is defined by the square root of the ratio of the variance of the output of the system driven by the noise \( v(t) \) and the noise-free output \( x(t) \) (namely, the output \( y(t) \) when \( x(t) \equiv 0 \)). For the output error system in (2), \( \delta_{BCLS} \) is computed by the following:

\[
\delta_{BCLS} = \sqrt{\frac{\text{var}[v(t)]}{\text{var}[x(t)]}} \times 100\% = \frac{\sigma_v}{\sigma_x} \times 100\%,
\]

\[
x(t) = \frac{1}{\alpha(z)} \sum_{n=1}^{\infty} B(z)u_n(t).
\]

The simulation results with nonstationary cases are shown in Table II and Fig. 2, where the inputs \( \{u_1(t), u_2(t)\} \) and noise \( \{v'(t)\} \) are taken as

\[
u_1'(t) = (1 + \ell(t))u_1(t)
\]

\[
u_2'(t) = (1 + \ell(t))u_2(t)
\]

\[
u'(t) = (1 + \ell(t))v(t).
\]

Under such cases, \( R(t)/t \) is time varying and has no limit as \( t \to \infty \) even if \( v'(t) = v(t) \).

From Tables I and II and Figs. 1 and 2, we can see that the BCRLS and BCLS algorithms have obvious advantages over the LS algorithm, and the BCRLS estimates have higher accuracy and are more stationary than the comparable BCLS estimates in [4], especially in the nonstationary cases.
IV. CONCLUSION

According to the bias correction technique, a bias compensation recursive LS identification algorithm is developed for multi-input, single-output systems without assuming that the system is stationary. The simulation results show that the proposed algorithm can give higher parameter estimation accuracy than the LS algorithm and bias compensation LS algorithm.

REFERENCES


