FROM SUBADDITIVE INEQUALITIES OF SINGULAR VALUES TO TRIANGLE INEQUALITIES OF CANONICAL ANGLES*
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Abstract. The singular values of matrices $A, B, C \in \mathbb{C}^{m \times n}$ with $C = A + B$ satisfy an extensive list of subadditive inequalities discovered by K. Fan, V.B. Lidskii, H. Wielandt, R.C. Thompson, A. Horn, and so on. These inequalities still hold when we apply a nonnegative concave function to each of the singular values involved, as shown recently by M. Uchiyama and J.C. Bourin. The main purpose of this paper is to show that all of these singular value inequalities can be translated into canonical angle inequalities. The bridge between the singular values and the canonical angles is given by a “multiplicative Pythagorean identity” relating the direct rotations between three subspaces.
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1. Introduction. It is well known that every matrix $A \in \mathbb{C}^{m \times n}$ has a singular value decomposition of the form $A = U\Sigma V^H$, where $U$ and $V$ are unitary matrices and $\Sigma$ is an $m \times n$ diagonal matrix with nonnegative real diagonal entries ordered decreasingly. The diagonal entries of $\Sigma$ are called the singular values of $A$ and are denoted by $\sigma_1(A), \ldots, \sigma_{\min\{n,m\}}(A)$. In the following, we also use a vector $\sigma(A)$ to denote the decreasingly ordered $\min\{n,m\}$-tuple $(\sigma_1(A), \ldots, \sigma_{\min\{n,m\}}(A))$.

Denote the set of $m$-dimensional subspaces of $\mathbb{C}^n$ by $G_{m,n}$. This set is called a Grassmann manifold or simply Grassmannian. Let $\mathcal{X}, \mathcal{Y} \in G_{m,n}$. Suppose the columns of $X_1, Y_1 \in \mathbb{C}^{n \times m}$ form orthonormal bases for $\mathcal{X}$ and $\mathcal{Y}$, respectively. Then the singular values of $X_1^HY_1$ lie in $[0,1]$ and are independent of the particular choices of the orthonormal bases. The canonical angles between $\mathcal{X}$ and $\mathcal{Y}$ are defined to be [23]

$$\theta_i(\mathcal{X}, \mathcal{Y}) = \arccos \sigma_{m-i+1}(X_1^HY_1) \in [0,\pi/2], \quad i = 1, 2, \ldots, m.$$ 

In the following, we use a vector $\theta(\mathcal{X}, \mathcal{Y})$ to denote the decreasingly ordered $m$-tuple $(\theta_1(\mathcal{X}, \mathcal{Y}), \ldots, \theta_m(\mathcal{X}, \mathcal{Y}))$.

The discovery of canonical angles [13] followed shortly after that of singular values [12]; both were made by French mathematician C. Jordan. Their applications in statistics came one after the other, pioneered by American mathematician and statistician H. Hotelling, leading to principal component analysis (PCA) [10] and canonical correlation analysis (CCA) [11], respectively. However, the theory of canonical angles has lagged far behind that of singular values since then.
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It is our view that canonical angles share a large number of properties with singular values. The support of this view can be seen in the recent paper [22], where some canonical angle inequalities analogous to certain singular value inequalities were proved; a family of unitarily invariant intrinsic metrics in $G_{m,n}$ resembling the family of unitarily invariant matrix norms was introduced; bounds on canonical angle variations when the subspaces were perturbed were given, which are similar to those on singular value variations when the matrix was perturbed; and the stability of nullity and deficiency under subspace perturbations was analyzed in a parallel way to the analysis of the stability of matrix rank under matrix perturbations. Very recently, we became aware that two of the main results on unitarily invariant metrics and canonical angle inequalities in [22], Theorems 3.1 and 3.2, were proved earlier in [20] using a geometric approach, in contrast to the algebraic approach in [22].

In this paper, we start with a review of singular value subadditive inequalities with some small extensions in section 2. We then present without proof the analogous canonical angle inequalities in section 3. The preparation for the proof of canonical angle inequalities is done in section 4 by further studying the direct rotations between two subspaces. A “multiplicative Pythagorean identity” is stated and canonical angle inequalities is done in section 4 by further studying the direct rotations. Section 5 is devoted to the proof of canonical angle inequalities based on the preparation in section 4.

The notation used in this paper is mostly standard. For real vectors $x$ and $y$, the operations and relations such as $|x|$, $x \leq y$, $f(x)$, where $f$ is a scalar function, are interpreted in an elementwise manner. For $n \times n$ Hermitian matrices $A$ and $B$, inequality $A \leq B$ means that $B - A$ is positive semidefinite. For $n \times n$ Hermitian matrix $A$ and scalar function $f$, $f(A)$ is defined using the standard spectral calculus.

2. Singular value inequalities—a review and a little more. The study of singular values often relies on the study of eigenvalues of Hermitian matrices due to the fact that the eigenvalues of an $(m+n) \times (m+n)$ Hermitian matrix

\[ \begin{bmatrix} 0 & A \\ A^H & 0 \end{bmatrix} \]

are $\pm \sigma_1(A), \pm \sigma_2(A), \ldots, \pm \sigma_{\min(m,n)}$, together with an $|m-n|$ number of 0’s. The matrix in (2.1) is sometimes called the Jordan–Wielandt matrix corresponding to $A$.

Let us denote the decreasingly ordered $n$-tuple of eigenvalues of an $n \times n$ Hermitian matrix $A$ by a vector $\lambda(A) := (\lambda_1(A), \ldots, \lambda_n(A))$. In 1949, Fan [6] proved that for any $n \times n$ Hermitian matrices $A, B, C$ with $C = A + B$, their eigenvalues satisfy

\[ \sum_{l=1}^{k} \lambda_l(C) \leq \sum_{l=1}^{k} \lambda_l(A) + \sum_{l=1}^{k} \lambda_l(B) \]

for $1 \leq k \leq n - 1$ in addition to the obvious equality

\[ \sum_{l=1}^{n} \lambda_l(C) = \sum_{l=1}^{n} \lambda_l(A) + \sum_{l=1}^{n} \lambda_l(B). \]

A more trendy way of writing inequalities (2.2) and equality (2.3) is by using majorization. For $x, y \in \mathbb{R}^n$, $x$ is said to be majorized by $y$, denoted by $x \preceq y$, if $\sum_{i=1}^{n} x_i = \sum_{i=1}^{n} y_i$ and

\[ \max_{1 \leq i_1 < \cdots < i_k \leq n} \{ x_{i_1} + \cdots + x_{i_k} \} \leq \max_{1 \leq i_1 < \cdots < i_k \leq n} \{ y_{i_1} + \cdots + y_{i_k} \} \]
for \(1 \leq k \leq n - 1\). Furthermore, \(x\) is said to be weakly majorized by \(y\), denoted by \(x \preceq_w y\), if \(\sum_{i=1}^{n} x_i \leq \sum_{i=1}^{n} y_i\) and (2.4) holds for \(1 \leq k \leq n - 1\). Majorization and weak majorization are partial orders not on \(\mathbb{R}^n\) but on the quotient space of \(\mathbb{R}^n\) over the set of all permutations on \(\mathbb{R}^n\). With the majorization language, inequalities (2.2) and equality (2.3) can be succinctly written as

\[
\lambda(C) \leq \lambda(A) + \lambda(B).
\]

Applying (2.2) to the Jordan–Wielandt matrices corresponding to \(A, B, C \in \mathbb{C}^{m \times n}\) with \(C = A + B\), we immediately obtain

\[
\sum_{l=1}^{k} \sigma_l(C) \leq \sum_{l=1}^{k} \sigma_l(A) + \sum_{l=1}^{k} \sigma_l(B)
\]

for \(1 \leq k \leq \min\{m, n\}\), as Fan did in 1951 \cite{7}. Inequalities (2.5) can also be simply written as

\[
\sigma(C) \preceq_w \sigma(A) + \sigma(B).
\]

One implication of inequalities (2.5) is that a family of matrix norms is defined by

\[
\|A\|_{(k)} = \sum_{l=1}^{k} \sigma_l(A)
\]

since inequalities (2.5) are nothing but the triangle inequalities of the norms. These norms are unitarily invariant in the sense that \(\|UAV\|_{(k)} = \|A\|_{(k)}\) for all \(A \in \mathbb{C}^{m \times n}\) and for all unitary matrices \(U\) and \(V\). The implication of (2.5) actually goes far beyond. A function \(\Phi : \mathbb{R}^p \to \mathbb{R}\) is called a symmetric gauge function if it is a norm on \(\mathbb{R}^p\) satisfying the additional properties that it is symmetric, i.e., \(\Phi(P\xi) = \Phi(\xi)\) for any \(\xi \in \mathbb{R}^p\) and permutation matrix \(P\), and that it is absolute, i.e., \(\Phi(|\xi|) = \Phi(\xi)\). The Fan inequalities can be used to establish that an extended family of unitarily invariant norms is defined by

\[
\|A\|_{\Phi} = \Phi(\sigma(A))
\]

for a symmetric gauge function \(\Phi\), as von Neumann discovered earlier \cite{27}. It was also pointed out by von Neumann that all unitarily invariant matrix norms are given in such a way.

Inequalities (2.2) were extended to a bigger family by Lidskii \cite{18} in 1950 and Wielandt \cite{28} in 1955. They established that for \(n \times n\) Hermitian matrices \(A, B, C = A + B\),

\[
\sum_{l=1}^{k} \lambda_{i_l}(C) \leq \sum_{l=1}^{k} \lambda_{i_l}(A) + \sum_{l=1}^{k} \lambda_{i_l}(B)
\]

for all \(1 \leq i_1 < \cdots < i_k \leq n\) and \(1 \leq k \leq n - 1\). Inequalities (2.6), together with the obvious equality (2.3), can be expressed as

\[
\lambda(C) - \lambda(A) \leq \lambda(B).
\]
Again, via the Jordan–Wielandt matrices, we easily obtain that for $A, B, C \in \mathbb{C}^{m \times n}$ with $C = A + B$,

\begin{equation}
\sum_{l=1}^{k} \sigma_{i_l}(C) \leq \sum_{l=1}^{k} \sigma_{i_l}(A) + \sum_{l=1}^{k} \sigma_{i_l}(B)
\end{equation}

for all $1 \leq i_1 < \cdots < i_k \leq \min\{m, n\}$ and $1 \leq k \leq \min\{m, n\}$, or in a short way,

$$\sigma(C) - \sigma(A) \preceq_w \sigma(B).$$

Clearly, the Lidskii–Wielandt eigenvalue and singular value inequalities (2.6) and (2.7) include the Fan inequalities (2.2) and (2.5) as special cases.

Mîrsch [19] observed in 1960 that applying the Lidskii–Wielandt eigenvalue inequalities to the Jordan–Wielandt matrices in a more sophisticated way actually yields that for $A, B \in \mathbb{C}^{m \times n}$,

\begin{equation}
\sum_{l=1}^{k} |\sigma_{i_l}(A) - \sigma_{i_l}(B)| \leq \sum_{l=1}^{k} \sigma_{l}(A - B)
\end{equation}

for all $1 \leq i_1 < \cdots < i_k \leq \min\{m, n\}$, namely,

$$|\sigma(A) - \sigma(B)| \preceq_w \sigma(A - B),$$

which consequently leads to

$$\Phi(\sigma(A) - \sigma(B)) \leq \|A - B\|_\Phi$$

for any symmetric gauge function $\Phi$.

In 1971, Thompson and Freede extended the Lidskii–Wielandt eigenvalue inequalities further by showing that for $n \times n$ Hermitian matrices $A, B, C = A + B$,

\begin{equation}
\sum_{l=1}^{k} \lambda_{i_l+j_l-l}(C) \leq \sum_{l=1}^{k} \lambda_{i_l}(A) + \sum_{l=1}^{k} \lambda_{j_l}(B)
\end{equation}

for each $1 \leq i_1 < \cdots < i_k \leq n$, $1 \leq j_1 < \cdots < j_k \leq n$ with $i_k + j_k - k \leq n$.

Thompson [25] then presented in 1973 the singular value version: For $A, B, C \in \mathbb{C}^{m \times n}$ with $C = A + B$,

\begin{equation}
\sum_{l=1}^{k} \sigma_{i_l+j_l-l}(C) \leq \sum_{l=1}^{k} \sigma_{i_l}(A) + \sum_{l=1}^{k} \sigma_{j_l}(B)
\end{equation}

for each $1 \leq i_1 < \cdots < i_k \leq \min\{m, n\}$, $1 \leq j_1 < \cdots < j_k \leq \min\{m, n\}$ with $i_k + j_k - k \leq \min\{m, n\}$.

After finding various inequalities governing the eigenvalues of Hermitian matrices $A, B, C = A + B$, researchers had been trying to give a complete characterization of these eigenvalues. In 1962, Horn [9] defined sets $T^n_r$, $r = 1, \ldots, n$, of triples $(I, J, K)$, where $I, J, K$ are certain subsets of $\{1, 2, \ldots, n\}$ of the same cardinality $r$, and gave a remarkable conjecture that the inequalities

\begin{equation}
\sum_{k \in K} \gamma_k \leq \sum_{i \in I} \alpha_i + \sum_{j \in J} \beta_j
\end{equation}
for all these triples would give the necessary and sufficient conditions for three $n$-tuples $\alpha, \beta$, and $\gamma$ with $\alpha: \alpha_1 \geq \cdots \geq \alpha_n$, $\beta: \beta_1 \geq \cdots \geq \beta_n$, $\gamma: \gamma_1 \geq \cdots \geq \gamma_n$ to arise as eigenvalues of $n \times n$ Hermitian matrices $A, B, C$ with $C = A + B$.

The sets $T^n_r$ of triples $(I, J, K)$ were defined using the following inductive procedure. Set
\[
U^n_1 = \left\{ (I, J, K) \mid \sum_{i \in I} i + \sum_{j \in J} j = \sum_{k \in K} k + r(r + 1)/2 \right\}.
\]
When $r = 1$, set $T^n_1 = U^n_1$. In general,
\[
T^n_r = \left\{ (I, J, K) \in U^n_r \mid \text{for all } p \leq r \text{ and all } (F, G, H) \in T^n_p, \right. \\
\sum_{f \in F} i_f + \sum_{g \in G} j_g \leq \sum_{h \in H} k_h + p(p + 1)/2 \left. \right\}.
\]

Recently, with the works of a few researchers, including Klyachko [14] and Knutson and Tao [15, 16], Horn’s conjecture was proved to be true. See also the survey paper [8]. Again, via the Jordan–Wielandt matrices, necessary and sufficient inequality conditions can be obtained for a triple of $\min\{m, n\}$ nonnegative numbers to arise as singular values of matrices $A, B, C \in \mathbb{C}^{m \times n}$ with $C = A + B$. Details of the conditions can be found in [8]. Here we list only part of the necessary inequalities:
\[
\sum_{k \in K} \sigma_k(C) \leq \sum_{i \in I} \sigma_i(A) + \sum_{j \in J} \sigma_j(B)
\]
for every $(I, J, K)$ in $T^{\min\{m, n\}}_r$, $r = 1, 2, \ldots, \min\{m, n\}$.

In addition to comparing singular values, it is sometimes desired to compare the functions of singular values. In this regard, Uchiyama [26] recently proved that for each concave function $f: [0, \infty) \to [0, \infty)$ and for each $k \leq \min\{m, n\},$
\[
\sum_{l=1}^{k} f[\sigma_l(C)] \leq \sum_{l=1}^{k} f[\sigma_l(A)] + \sum_{l=1}^{k} f[\sigma_l(B)].
\]

In short, we can rewrite it as
\[
f[\sigma(C)] \preceq_w f[\sigma(A)] + f[\sigma(B)].
\]

It is easy to see that in order for (2.13) to hold even for the trivial case when the matrices are actually scalars, the function $f$ has to be subadditive, i.e., $f(\alpha + \beta) \leq f(\alpha) + f(\beta)$. It turns out that a concave function $f: [0, \infty) \to [0, \infty)$ is always subadditive, because the concavity of $f$ indicates
\[
f(\alpha) = f\left(\frac{\alpha}{\alpha + \beta}(\alpha + \beta) + \frac{\beta}{\alpha + \beta} \cdot 0\right) \geq \frac{\alpha}{\alpha + \beta} f(\alpha + \beta) + \frac{\beta}{\alpha + \beta} f(0),
\]
\[
f(\beta) = f\left(\frac{\beta}{\alpha + \beta}(\alpha + \beta) + \frac{\alpha}{\alpha + \beta} \cdot 0\right) \geq \frac{\beta}{\alpha + \beta} f(\alpha + \beta) + \frac{\alpha}{\alpha + \beta} f(0),
\]
which yields
\[
f(\alpha + \beta) \leq f(\alpha) + f(\beta) - f(0) \leq f(\alpha) + f(\beta).
\]
It also turns out that a concave function $f: [0, \infty) \to [0, \infty)$ is always nondecreasing.
On the other hand, it is possible to construct a nondecreasing subadditive, even continuous, function $f : [0, \infty) \to [0, \infty)$ which is not concave. Here is an example:

$$f(\alpha) = \begin{cases} \sin \alpha, & \alpha \in [0, \pi/2], \\ 2\alpha/\pi, & \alpha \in (\pi/2, \infty). \end{cases}$$

Hence, we might be curious to know whether we can relax the concavity requirement of the permissible functions in (2.13) and replace it by requiring the function to be subadditive, or to be nondecreasing and subadditive. It turns out that we cannot do so as soon as we go beyond the trivial scalar case. Consider

$$A = \begin{bmatrix} \alpha & \sqrt{\alpha\beta} \\ \sqrt{\alpha\beta} & \beta \end{bmatrix}, \quad B = \begin{bmatrix} \alpha & -\sqrt{\alpha\beta} \\ \sqrt{\alpha\beta} & -\beta \end{bmatrix}, \quad C = A + B = \begin{bmatrix} 2\alpha & 0 \\ 0 & 2\beta \end{bmatrix}.$$ 

Then $\sigma(A) = \{\alpha + \beta, 0\}$, $\sigma(B) = \{\alpha + \beta, 0\}$, $\sigma(C) = \{2\alpha, 2\beta\}$. If $f(0) = 0$, inequalities (2.13) require

$$f(2\alpha) + f(2\beta) \leq 2f(\alpha + \beta),$$

which implies that $f$ is concave.

To carry out matrix analysis, we may in principle use a metric (distance) which is not necessarily given by a norm. A metric $\rho$ on $\mathbb{C}^{m \times n}$ is said to be unitarily invariant if $\rho(UAV, UBV) = \rho(A, B)$ for all $A, B \in \mathbb{C}^{m \times n}$ and for all unitary matrices $U$ and $V$, and it is said to be translationally invariant if $\rho(A + C, B + C) = \rho(A, B)$ for all $A, B, C \in \mathbb{C}^{m \times n}$. Clearly, a unitarily and translationally invariant metric $\rho(A, B)$ depends only on the singular values of $A - B$. Unlike unitarily invariant norms, it is still unknown how all unitarily invariant metrics can be characterized. Nevertheless, inequalities (2.13) imply that a class of unitarily and translationally invariant metrics is given by

$$\rho_{\Phi, f}(A, B) = \Phi(f(\sigma(A - B))),$$

where $f : [0, \infty) \to [0, \infty)$ is a concave function satisfying $f(0) = 0$. Then the following question naturally arises: Why do people prefer to use a norm instead of one of the metrics given above by a nonlinear function $f$? This is partially because the norms, corresponding to the cases when $f$ is a linear function, lead to intrinsic metrics, whereas other metrics do not [2]. A metric $\rho$ on $\mathbb{C}^{m \times n}$ is said to be intrinsic if for each $A, B \in \mathbb{C}^{m \times n}$, there exists a continuous function $C : [0, 1] \to \mathbb{C}^{m \times n}$ such that $C(0) = A$, $C(1) = B$, and $\rho(A, B) = \rho(A, C(\lambda)) + \rho(C(\lambda), B)$ for all $\lambda \in [0, 1]$. Roughly speaking, a metric being intrinsic means that the distance between two points is given by the length of the shortest curve connecting the two points. The property of being intrinsic brings significant advantages in the analysis.

Polya once proved in [21] that for $x, y \in \mathbb{R}$, $x \preceq_w y$ implies $g(x) \preceq_w g(y)$ for all convex nondecreasing functions $g : \mathbb{R} \to \mathbb{R}$. However, $z \preceq_w x + y$ does not imply $f(z) \preceq_w f(x) + f(y)$ for all concave functions $f$. Inequalities (2.13) hold not only because inequalities (2.5) do, but also because $\sigma(A)$, $\sigma(B)$, and $\sigma(C)$ occur as the singular values of $A$, $B$, and $C = A + B$, respectively.

Inequalities (2.13) can be considered as an $f$-version of the Fan inequalities (2.5). It is natural to ask whether there is an $f$-version of the Lidskii–Wielandt inequalities (2.7) or an $f$-version of the Thompson inequalities (2.9). The answers are affirmative. Here, we state a theorem which summarizes the known inequalities (2.5), (2.7), (2.9), (2.13) and extends them to an $f$-version of Horn inequalities.
THEOREM 2.1. Let \( f : [0, \infty) \to [0, \infty) \) be a concave function. Then for \( A, B, C \in \mathbb{C}^{m \times n} \) with \( C = A + B \),
\[
(2.15) \quad \sum_{k \in K} f(\sigma_k(C)) \leq \sum_{i \in I} f(\sigma_i(A)) + \sum_{j \in J} f(\sigma_j(B))
\]
for every \((I, J, K)\) in \( T^\text{min}_{m,n} \), \( r = 1, 2, \ldots, \min\{m, n\} \).

The proof of Theorem 2.1 requires the nonsquare extension of a matrix-valued triangle inequality [3].

**Lemma 2.2.** Let \( f : [0, \infty) \to [0, \infty) \) be a concave function. Then for \( A, B, C \in \mathbb{C}^{m \times n} \) with \( C = A + B \), there exist unitary matrices \( U \) and \( V \) such that
\[
(2.16) \quad f(|C|) \leq U f(|A|) U^H + V f(|B|) V^H,
\]
where \(|A|\) means \((A^H A)^{1/2}\).

**Proof.** For the case when \( m = n \), a recent proof is given in [3]. Now, we will show that the result can be extended to the nonsquare case. For the case when \( m < n \), we may consider
\[
A_2 = \begin{bmatrix} A & 0 \end{bmatrix}_{(n-m) \times n}, \quad B_2 = \begin{bmatrix} B & 0 \end{bmatrix}_{(n-m) \times n}, \quad C_2 = \begin{bmatrix} C & 0 \end{bmatrix}_{(n-m) \times n}.
\]
Since \( A_2, B_2, C_2 \) are all square matrices with \( C_2 = A_2 + B_2 \), and \(|A_2| = |A|\), \(|B_2| = |B|\), \(|C_2| = |C|\), inequality (2.16) immediately follows from the square case.

For the case when \( m > n \), we may find a unitary matrix \( Q \) such that
\[
QC = \begin{bmatrix} C_3 & 0 \end{bmatrix}_{(n-m) \times n}, \quad QA = \begin{bmatrix} A_3 \\ R \end{bmatrix}_{m \times n}, \quad QB = \begin{bmatrix} B_3 \\ R \end{bmatrix}_{m \times n}.
\]
and \( A_3, B_3, C_3 \) are all \( n \times n \) matrices. Since \( C_3 = A_3 + B_3 \) and \(|C| = |C_3|\), there exist unitary matrices \( U_1, V_1 \) such that
\[
(2.17) \quad f(|C|) = f(|C_3|) \leq U_1 f(|A_3|) U_1^H + V_1 f(|B_3|) V_1^H.
\]
It follows from \( A_3^H A_3 \leq A^H A \) and \( B_3^H B_3 \leq B^H B \) that \( \lambda(|A_3|) \leq \lambda(|A|) \) and \( \lambda(|B_3|) \leq \lambda(|B|) \). Since \( f \) is nondecreasing on \([0, \infty)\), we have
\[
\lambda(f(|A_3|)) = \lambda(f(|A_3|)) \leq \lambda(f(|A|)) = \lambda(f(|A|)),
\]
and similarly, \( \lambda(f(|B_3|)) \leq \lambda(f(|B|)) \). Then it follows from an exercise statement in [1, p. 74], and can be shown by simple diagonalization argument, that there exist unitary matrices \( U_2, V_2 \) such that
\[
(2.18) \quad f(|A_3|) \leq U_2 f(|A|) U_2^H, \quad f(|B_3|) \leq V_2 f(|B|) V_2^H.
\]
Combining (2.17) and (2.18), we obtain (2.16). \( \Box \)

**Proof of Theorem 2.1.** From Lemma 2.2, we know that (2.16) holds. Let \( \tilde{C} \) be the matrix on the right-hand side of (2.16). Then for any \( 1 \leq k \leq n \), we have
\[
f(\sigma_k(C)) = \lambda_k (f(|C|)) \leq \lambda_k (\tilde{C}).
\]
Here, we have used the fact that $f$ is nondecreasing on $[0, \infty)$. Since any $(I, J, K)$ belonging to $T_{r}^{\min(m,n)}$, $r = 1, 2, \ldots, \min\{m, n\}$, also belongs to $T_{r}^{n}$, it follows from (2.10) that

$$
\sum_{k \in K} f(\sigma_{k}(C)) \leq \sum_{k \in K} \lambda_{k}(\hat{C}) \\
\leq \sum_{i \in I} \lambda_{i}(f(|A|)) + \sum_{j \in J} \lambda_{j}(f(|B|)) \\
= \sum_{i \in I} f(\sigma_{i}(A)) + \sum_{j \in J} f(\sigma_{j}(B)).
$$

From the $f$-version of the Lidskii–Wielandt singular value inequalities, the $f$-version of the Mirsky inequalities follows.

**Corollary 2.3.** Let $\Phi$ be a symmetric gauge function, and let $f : [0, \infty) \rightarrow [0, \infty)$ be a concave function with $f(0) = 0$. Then for $A, B \in \mathbb{C}^{m \times n}$,

$$
\Phi[f(\sigma(A)) - f(\sigma(B))] \leq \rho_{\Phi, f}(A, B),
$$

where $\rho_{\Phi, f}(A, B)$ is given by (2.14).

3. **Canonical angle inequalities—new results.** Recently, it was proved in [20] using a geometric approach, and proved again in [22] (without knowledge of [20]) using an algebraic approach, that

$$
\Phi[\theta(\mathcal{X}, \mathcal{Z})] \leq \Phi[\theta(\mathcal{X}, \mathcal{Y})] + \Phi[\theta(\mathcal{Y}, \mathcal{Z})]
$$

and

$$
\Phi[\theta(\mathcal{X}, \mathcal{Z}) - \theta(\mathcal{X}, \mathcal{Y})] \leq \Phi[\theta(\mathcal{Y}, \mathcal{Z})]
$$

for $\mathcal{X}, \mathcal{Y}, \mathcal{Z} \in \mathcal{G}_{m,n}$ and all symmetric gauge functions $\Phi$.

Owing to (3.1), a family of unitarily invariant metrics on $\mathcal{G}_{m,n}$, called angular metrics, is defined by

$$
\rho_{\Phi}(\mathcal{X}, \mathcal{Y}) = \Phi[\theta(\mathcal{X}, \mathcal{Y})]
$$

for all symmetric gauge functions $\Phi$. It has also been shown in [22] that these metrics are intrinsic; that is, for each pair $\mathcal{X}$ and $\mathcal{Y}$, there exists a continuous function $\mathcal{Z} : [0, 1] \rightarrow \mathcal{G}_{m,n}$ such that $\mathcal{Z}(0) = \mathcal{X}$, $\mathcal{Z}(1) = \mathcal{Y}$, and $\rho_{\Phi}(\mathcal{X}, \mathcal{Y}) = \rho_{\Phi}(\mathcal{X}, \mathcal{Z}(\lambda)) + \rho_{\Phi}(\mathcal{Z}(\lambda), \mathcal{Y})$ for all $\lambda \in [0, 1]$. We also conjecture that every unitarily invariant intrinsic metric on $\mathcal{G}_{m,n}$ is given by $\Phi[\theta(\mathcal{X}, \mathcal{Y})]$ for some symmetric gauge function $\Phi$.

Inequalities (3.2) can be rewritten as

$$
\Phi[\theta(\mathcal{X}, \mathcal{Z}) - \theta(\mathcal{X}, \mathcal{Y})] \leq \rho_{\Phi}(\mathcal{Y}, \mathcal{Z});
$$

that is, the perturbation of canonical angles is bounded by the perturbation of the subspaces involved, respectively, measured by a symmetric gauge function and the corresponding angular metric. This inequality is instrumental in the perturbation analysis of linear subspaces, as demonstrated in [22].

Specializing inequalities (3.1) and (3.2) to the Fan $k$-norms gives the following canonical angle counterparts of the Fan inequalities:

$$
\sum_{l=1}^{k} \theta_{l}(\mathcal{X}, \mathcal{Z}) \leq \sum_{l=1}^{k} \theta_{l}(\mathcal{X}, \mathcal{Y}) + \sum_{l=1}^{k} \theta_{l}(\mathcal{Y}, \mathcal{Z})
$$
and the following canonical angle counterparts of the Lidskii–Wielandt inequalities:

$$\sum_{l=1}^{k} \theta_i(X, Z) \leq \sum_{l=1}^{k} \theta_i(X, Y) + \sum_{l=1}^{k} \theta_i(Y, Z)$$

for $X, Y, Z \in G_{m,n}$, $1 \leq k \leq m$, and $1 \leq i_1 < \cdots < i_k \leq m$. Again, in the majorization language, inequalities (3.3) can be rewritten as

$$\theta(X, Z) \preceq_w \theta(X, Y) + \theta(Y, Z),$$

and inequalities (3.4) imply

$$\theta(X, Z) - \theta(X, Y) \preceq_w \theta(Y, Z).$$

In fact, the Horn inequalities also have canonical angle counterparts, as had been conjectured in [20] and [22]. Generally, we now have a result for canonical angles which is completely analogous to Theorem 2.1 for singular values.

**Theorem 3.1.** Let $f : [0, \pi/2] \to [0, \infty)$ be a nondecreasing concave function. Then for $X, Y, Z \in G_{m,n}$,

$$\sum_{k \in K} f(\theta_k(X, Z)) \leq \sum_{i \in I} f(\theta_i(X, Y)) + \sum_{j \in J} f(\theta_j(Y, Z))$$

for every $(I, J, K) \in T^m_r$, $r = 1, 2, \ldots, m$.

The proof of Theorem 3.1 will be given in section 5. Since the inequalities cover inequalities (3.3) as well as inequalities (3.4) as special cases, the proof in section 5 also proves again the Fan and Mirsky counterparts in a better way.

Theorem 3.1 can be specialized as follows to yield the canonical angle counterparts of the $f$-version of the Fan, Lidskii–Wielandt, and Thompson inequalities:

1. For $k = 1, 2, \ldots, m$,

$$\sum_{i=1}^{k} f(\theta_i(X, Z)) \leq \sum_{i=1}^{k} f(\theta_i(X, Y)) + \sum_{i=1}^{k} f(\theta_i(Y, Z)).$$

2. For $1 \leq k \leq m$ and $1 \leq i_1 < \cdots < i_k \leq m$,

$$\sum_{i=1}^{k} f(\theta_{i_1}(X, Z)) \leq \sum_{i=1}^{k} f(\theta_{i_1}(X, Y)) + \sum_{i=1}^{k} f(\theta_{i_1}(Y, Z)).$$

3. For each $1 \leq i_1 < \cdots < i_k \leq m$, $1 \leq j_1 < \cdots < j_k \leq m$ with $i_k + j_k - k \leq m$,

$$\sum_{i=1}^{k} f(\theta_{i_1 + j_1 - i}(X, Z)) \leq \sum_{i=1}^{k} f(\theta_{i_1}(X, Y)) + \sum_{i=1}^{k} f(\theta_{i_1}(Y, Z)).$$

Inequalities (3.6) imply that a big family of unitarily invariant metrics is given by

$$\rho_{f, \Phi}(X, Y) = \Phi[f(\theta(X, Y))].$$

for symmetric gauge functions $\Phi$ and nondecreasing concave functions $f : [0, \pi/2] \to [0, \infty)$ with $f(0) = 0$. Two such functions are $f(\alpha) = \sin \alpha$ and $f(\alpha) = 2 \sin(\alpha/2)$. It has been well known that $\Phi[f(\theta(X, Y))]$ defines unitarily invariant metrics for these
two particular functions, which were established in completely different ways, and are called gap metrics and Hausdorff metrics, respectively. Actually, before the introduction of the angular metrics $\Phi[\theta(X,Y)]$, the gap metrics and the Hausdorff metrics were commonly used. Now, we have at our disposal a vast family of unitarily invariant metrics which includes gap, Hausdorff, and new angular metrics as special cases. In spite of many possible choices of $f$, we hold the conviction that the angular metrics given by $f(\alpha) = \alpha$ are the most favorable since they are intrinsic and are conjectured to be the only intrinsic ones. For a proof of why metrics $\Phi[\theta(X,Y)]$ are intrinsic and a two-dimensional example showing why the intrinsic property is desirable, see [22].

The family of unitarily invariant metrics $\rho_{g,f}$ mentioned above can be further enlarged. Let $g : [0, \infty) \to [0, \infty)$ a nondecreasing concave function with $g(0) = 0$. Then

$$\rho_{g,f} = g(\Phi[f(\theta(X,Y))])$$

also defines a metric on $G_{m,n}$. Does this family exhaust all unitarily invariant metrics or those that are interesting? The answer is not clear.

Inequalities (3.7) imply that

$$\Phi[f(\theta(X,Z)) - f(\theta(X,Y))] \leq \rho_{g,f}(X,Y)$$

for nondecreasing concave functions $f : [0, \pi/2] \to [0, \infty)$ with $f(0) = 0$. When $f$ is given by $f(\alpha) = \sin \alpha$, these inequalities were proved in [17] using a completely different method.

4. Direct rotations and their squares. In this section, we first review the theory of direct rotations laid out by Davis and Kahan [5] and then present a nice relation of direct rotations between three subspaces.

For $X, Y \in G_{m,n}$, let us denote the orthogonal projections onto $X, X_\perp, Y, \text{ and } Y_\perp$ by $P_X, P_{X_\perp}, P_Y, \text{ and } P_{Y_\perp}$, respectively. A direct rotation from $X$ to $Y$ is a unitary matrix $R$ satisfying $RX = Y, P_X RP_X + P_{X_\perp} RP_{X_\perp} \geq 0$, and $P_{X_\perp} RP_X + P_X RP_{X_\perp}$ is skew-Hermitian. A less explicit, but more concise, definition is that the direct rotations from $X$ to $Y$ are exactly the minimizers of $\|I - V\|_F$, the Frobenius norm of $I - V$, among all unitary transformations $V$ mapping $X$ onto $Y$. This latter definition, which is not directly stated in [5] but can be easily proved using the techniques developed therein, reveals that a direct rotation transforms $X$ into $Y$ in the most economic way in terms of the Frobenius norm. Here the Frobenius norm is special since some unitarily invariant norms, such as the trace norm, of $I - V$ are in general not minimized by the direct rotations, and some other unitarily invariant norms, such as the spectral norm, of $I - V$ have additional minimizers to the direct rotations.

Suppose the columns of $X_1, Y_1 \in \mathbb{C}^{n \times m}$ form orthonormal bases for $X$ and $Y$. Also suppose $X_2, Y_2 \in \mathbb{C}^{n \times (n - m)}$ have columns forming orthonormal bases for $X_\perp$ and $Y_\perp$, the orthogonal complements of $X$ and $Y$, respectively. Then $X = [X_1, X_2] \text{ and } Y = [Y_1, Y_2]$ are unitary matrices. By the CS decomposition of unitary matrices, as presented in [23, Theorem 5.2], there exist $n \times n$ unitary matrices $E = \text{diag}(E_1, E_2), F = \text{diag}(F_1, F_2)$ partitioned consistently with $X$ and $Y$ such that

$$E^H X^H Y F = \text{diag} \left[ I_{m-l}, \begin{bmatrix} \Gamma & -\Sigma \\ \Sigma & \Gamma \end{bmatrix}, I_{n-m-l} \right],$$

where $l = \min\{m, n-m\}$, and $\Gamma$ and $\Sigma$ are diagonal matrices with the diagonal entries in $[0, 1]$ satisfying $\Gamma^2 + \Sigma^2 = I_l$. Hence, the diagonal entries of $\Gamma$ are the cosines of
the first \( l \) canonical angles between \( \mathcal{X} \) and \( \mathcal{Y} \); the diagonal entries of \( \Sigma \) are the sines of the first \( l \) canonical angles. The rest of the \( m - l \) canonical angles between \( \mathcal{X} \) and \( \mathcal{Y} \) are always zero. 

We can always assume \( 2m \leq n \). Otherwise, we can augment \( \mathcal{X} \) and \( \mathcal{Y} \) as the subspaces of a higher dimensional space \( \mathbb{C}^{2m} \) through 

\[
\hat{X} = \text{span} \left[ \begin{array}{c} X_1 \\ 0_{(2m-n) \times m} \end{array} \right], \quad \hat{Y} = \text{span} \left[ \begin{array}{c} Y_1 \\ 0_{(2m-n) \times m} \end{array} \right].
\]

Obviously, \( \theta(\mathcal{X}, \mathcal{Y}) = \theta(\hat{X}, \hat{Y}) \). Also we can make the same augmentations when we consider three subspaces of \( \mathbb{C}^n \) if \( 2m > n \). Therefore, for convenience, we always assume \( 2m \leq n \) in the following.

Set \( \hat{X} = XE \) and \( \hat{Y} = YF \). We have 

\[
\hat{X}^H \hat{Y} = \begin{bmatrix} \Gamma & -\Sigma & 0 \\ \Sigma & \Gamma & 0 \\ 0 & 0 & I_{n-2m} \end{bmatrix}.
\]

A direct rotation from \( \mathcal{X} \) to \( \mathcal{Y} \) is given by

\[
(4.1) \quad R = \hat{X} \begin{bmatrix} \Gamma & -\Sigma & 0 \\ \Sigma & \Gamma & 0 \\ 0 & 0 & I_{n-2m} \end{bmatrix} \hat{X}^H = \hat{X} \exp \begin{bmatrix} 0 & -A \\ A^H & 0 \end{bmatrix} \hat{X}^H,
\]

where \( A = \begin{bmatrix} \text{diag} \theta(\mathcal{X}, \mathcal{Y}) & 0_{m,n-2m} \end{bmatrix} \).

While a direct rotation takes a complicated form, its square can be expressed in terms of orthogonal projections in a simple way. Denote \( \hat{X}_1 = X_1 E_1 \), \( \hat{X}_2 = X_2 E_2 \). Then \( \hat{X} = [\hat{X}_1 \hat{X}_2] \), \( P_X = \hat{X}_1 \hat{X}_1^H \) and \( P_{X_\perp} = \hat{X}_2 \hat{X}_2^H \). Recall that the reflection in \( \mathcal{X} \) is a linear transformation mapping everything in \( \mathcal{X} \) to itself and everything in \( \mathcal{X}_\perp \) to its negative. Hence the reflection in \( \mathcal{X} \) is

\[
P_X - P_{X_\perp} = [\hat{X}_1 \hat{X}_2] \begin{bmatrix} I_m & 0 \\ 0 & -I_{n-m} \end{bmatrix} \hat{X}_1^H \hat{X}_2^H = \hat{X} \begin{bmatrix} I_m & 0 \\ 0 & -I_{n-m} \end{bmatrix} \hat{X}^H.
\]

From (4.1) and the above, we see at once \( R^{-1} = (P_X - P_{X_\perp})R(P_X - P_{X_\perp}) \).

Since \( R \) is the direct rotation from \( \mathcal{X} \) to \( \mathcal{Y} \), we can see that the columns of \( R \hat{X}_1 \) form orthonormal bases for \( \mathcal{Y} \), and hence \( P_Y = R \hat{X}_1 (R \hat{X}_1)^H = RP_X R^{-1} \). From the fact that \( P_{X_\perp} = I - P_X \) and \( P_{Y_\perp} = I - P_Y \), we have \( P_{Y_\perp} = RP_{X_\perp} R^{-1} \). Simple algebraic manipulation gives

\[
R^2 = (P_Y - P_{Y_\perp})(P_X - P_{X_\perp}).
\]

Up to this point in this section, everything is from Davis and Kahan [5]. Now, let us bring in the third space \( \mathcal{Z} \). Then naturally, we have a direct rotation \( S \) from \( \mathcal{Y} \) to \( \mathcal{Z} \) and a direct rotation \( T \) from \( \mathcal{X} \) to \( \mathcal{Z} \) satisfying

\[
S^2 = (P_Z - P_{Z_\perp})(P_Y - P_{Y_\perp}),
\]

\[
T^2 = (P_Z - P_{Z_\perp})(P_X - P_{X_\perp}).
\]

When we multiply \( R^2 \) and \( S^2 \) and notice \( (P_Y - P_{Y_\perp})^2 = I \), a miracle occurs and \( T^2 \) emerges, as stated in the following theorem.
Theorem 4.1. For \( \mathcal{X}, \mathcal{Y}, \mathcal{Z} \in \mathcal{G}_{m,n} \), let \( R, S, T \) be the direct rotations from \( \mathcal{X} \) to \( \mathcal{Y} \), from \( \mathcal{Y} \) to \( \mathcal{Z} \), and from \( \mathcal{X} \) to \( \mathcal{Z} \), respectively. Then

\[
S^2 R^2 = T^2.
\]

The proof of Theorem 4.1 in the arguments above is due to Davis [4]. The product on the left-hand side of (4.2) can be transformed into the exponential of a sum by using a matrix exponential formula of Thompson [24], which asserts that for skew-Hermitian matrices \( M \) and \( N \), there exist unitary matrices \( U \) and \( V \) such that

\[
\exp(M) \exp(N) = \exp(U M U^H + V N V^H).
\]

It is interesting to notice that the proof of the above formula (4.3) relies on the validity of Horn’s conjecture in [9], which was only proved to be true over 10 years after Thompson proposed the formula in [24].

By (4.2) and the matrix exponential formula (4.3), we can obtain the following relation of the canonical angles.

Corollary 4.2. For \( \mathcal{X}, \mathcal{Y}, \mathcal{Z} \in \mathcal{G}_{m,n} \), let

\[
A = \begin{bmatrix} \text{diag} \theta(\mathcal{X}, \mathcal{Y}) & 0_{m,n-2m} \end{bmatrix},
B = \begin{bmatrix} \text{diag} \theta(\mathcal{Y}, \mathcal{Z}) & 0_{m,n-2m} \end{bmatrix},
C = \begin{bmatrix} \text{diag} \theta(\mathcal{X}, \mathcal{Z}) & 0_{m,n-2m} \end{bmatrix}.
\]

Then there exist unitary matrices \( U \) and \( V \) such that

\[
\exp \left( \begin{bmatrix} 0 & -2C^H \ 2C \ 0 \end{bmatrix} \right) = \exp \left( U \begin{bmatrix} 0 & -2A \ 2A^H & 0 \end{bmatrix} U^H + V \begin{bmatrix} 0 & -2B \ 2B^H & 0 \end{bmatrix} V^H \right).
\]

5. Proof of Theorem 3.1. Define

\[
h(\alpha) = \begin{cases} f(\alpha), & \alpha \in [0, \pi/2], \\ f(\pi/2), & \alpha \in (\pi/2, \infty); \end{cases}
\]

then \( h \) is a nondecreasing and concave function on \( [0, \infty) \).

As shown in Corollary 4.2, the canonical angles between subspaces \( \mathcal{X}, \mathcal{Y}, \) and \( \mathcal{Z} \) satisfy the relationship (4.4). Hence, the eigenvalues of

\[
\begin{bmatrix} 0 & -2C^H \ 2C & 0 \end{bmatrix}
\]

and those of

\[
U \begin{bmatrix} 0 & -2A \ 2A^H & 0 \end{bmatrix} U^H + V \begin{bmatrix} 0 & -2B \ 2B^H & 0 \end{bmatrix} V^H
\]

are equal modulo \( \pm 2\pi i \), where \( i = \sqrt{-1} \). Since the eigenvalues of matrix (5.2) belong to \( i[-\pi, \pi] \), and those of matrix (5.3) are known to belong to \( i[-2\pi, 2\pi] \), each eigenvalue of (5.3) either is equal to its corresponding eigenvalue of (5.2) or belongs.
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to $i[-2\pi, -\pi] \cup i[\pi, 2\pi]$, hence having no less absolute value than its corresponding eigenvalue of (5.2). Let

\begin{equation}
\tilde{A} = U \begin{bmatrix} 0 & -A \\ A^H & 0 \end{bmatrix} U^H, \quad \tilde{B} = V \begin{bmatrix} 0 & -B \\ B^H & 0 \end{bmatrix} V^H, \quad \tilde{C} = \begin{bmatrix} 0 & -C \\ C^H & 0 \end{bmatrix}.
\end{equation}

Similarly, each eigenvalue of $\tilde{A} + \tilde{B}$ has no less absolute value than its corresponding eigenvalue of $\tilde{C}$. Since both matrix $\tilde{A} + \tilde{B}$ and matrix $\tilde{C}$ are skew-Hermitian, their singular values are the absolute values of their eigenvalues. Arranging their singular values in decreasing order, respectively, we can see that

\begin{equation}
\sigma_j(\tilde{C}) \leq \sigma_j(\tilde{A} + \tilde{B}), \quad j = 1, 2, \ldots, n.
\end{equation}

Note that the singular values of $\tilde{C}$ are ordered decreasingly as

$$\theta_1(X, Z), \theta_1(X, Z), \ldots, \theta_m(X, Z), \theta_m(X, Z), 0, \ldots, 0,$$

and the singular values of $\tilde{A}$ and $\tilde{B}$ are similarly ordered.

Now we are ready to prove the main result, Theorem 3.1. For each $(I, J, K) \in T_r^m$, since the first $2m$ singular values of $\tilde{A}$, $\tilde{B}$, and $\tilde{C}$ appear in pairs, respectively, we consider the following triple $(I', J', K')$ of subsets of $\{1, 2, \ldots, 2m\}$ of cardinality $2r$:

$$I' = \{2i - 1, 2i | i \in I\}, \quad J' = \{2j - 1, 2j | j \in J\}, \quad K' = \{2k - 1, 2k | k \in K\}.$$

We will show that $(I', J', K')$ belongs to $T_{2r}^{2m}$. First, define a one-to-one correspondence between a set $I = \{i_1 < i_2 < \cdots < i_r\}$ of $r$ positive integers and a decreasing sequence $\lambda = (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n)$ of $r$ nonnegative integers as

$$\lambda(I) = (i_r - r, i_{r-1} - (r - 1), \ldots, i_2 - 2, i_1 - 1).$$

Then it follows from [8, Theorem 2] that a triple $(I, J, K)$ is in $T_r^m$ if and only if the corresponding triple $(\lambda(I), \lambda(J), \lambda(K))$ occurs as the eigenvalues of a triple of $r \times r$ Hermitian matrices $L, M, N$ with $N = L + M$. For $(I, J, K) \in T_r^m$, let $L, M, N = L + M$ be a triple of $r \times r$ Hermitian matrices with eigenvalues $(\lambda(I), \lambda(J), \lambda(K))$, respectively. Then we can easily see that $(\lambda(I'), \lambda(J'), \lambda(K'))$ occurs as the eigenvalues of $2r \times 2r$ Hermitian matrices

$$\begin{bmatrix} 2L & 0 \\ 0 & 2L \end{bmatrix}, \quad \begin{bmatrix} 2M & 0 \\ 0 & 2M \end{bmatrix}, \quad \begin{bmatrix} 2N & 0 \\ 0 & 2N \end{bmatrix} = \begin{bmatrix} 2L & 0 \\ 0 & 2L \end{bmatrix} + \begin{bmatrix} 2M & 0 \\ 0 & 2M \end{bmatrix},$$

respectively. Therefore, $(I', J', K')$ is in $T_{2r}^{2m}$ and also in $T_{2r}^n$.

From (5.5) and the nondecreasing property of $h$, we can see that

\begin{equation}
2 \sum_{k \in K} h(\theta_k(X, Z)) = \sum_{k \in K'} h(\sigma_k(\tilde{C})) \leq \sum_{k \in K'} h(\sigma_k(\tilde{A} + \tilde{B})).
\end{equation}

By [3], we know that there exist unitary matrices $\tilde{U}$ and $\tilde{V}$ such that

$$h(|\tilde{A} + \tilde{B}|) \leq \tilde{U} h(|\tilde{A}|) \tilde{U}^H + \tilde{V} h(|\tilde{B}|) \tilde{V}^H.$$
TRIANGLE INEQUALITIES OF CANONICAL ANGLES

From the above and the Horn inequalities on eigenvalues of the sum of Hermitian matrices, we have

$$\sum_{k \in K'} h(\sigma_k(\tilde{A} + \tilde{B})) = \sum_{k \in K'} \lambda_k(h(|\tilde{A} + \tilde{B}|))$$

$$\leq \sum_{k \in K'} \lambda_k(\bar{U}h(|\tilde{A}|)\bar{U}^H + \tilde{V}h(|\tilde{B}|)\tilde{V}^H)$$

$$\leq \sum_{i \in I'} \lambda_i(h(|\tilde{A}|)) + \sum_{j \in J'} \lambda_j(h(|\tilde{B}|))$$

$$= \sum_{i \in I'} h(\sigma_i(|\tilde{A}|)) + \sum_{j \in J'} h(\sigma_j(|\tilde{B}|))$$

$$= 2 \sum_{i \in I} h(\theta_i(X, Y)) + 2 \sum_{j \in J} h(\theta_j(Y, Z)).$$

Then from (5.6), (5.7), and the fact that $f = h$ on $[0, \pi/2]$, it immediately follows that

$$\sum_{k \in K} f(\theta_k(X, Z)) \leq \sum_{i \in I} f(\theta_i(X, Y)) + \sum_{j \in J} f(\theta_j(Y, Z)).$$

This completes the proof. \(\Box\)
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