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#### Abstract

This paper concerns general multirate systems and the constrained twosided Nevanlinna-Pick interpolation problem. A general multirate system can be converted to an equivalent LTI system with a causality constraint which requires the feedthrough term of its transfer function to belong to a set of nest operators. Motivated by this fact, we propose a multirate version of two-sided Nevanlinna-Pick interpolation problem and give a necessary and sufficient solvability condition based on the matrix positive completion. This constrained interpolation problem is of interest mathematically and has potential applications in control, signal processing and circuit theory.


### 3.1 Introduction

Recently, much attention has been paid on multirate systems due to its wide applications in signal processing, communication, control and numerical mathematics. Multirate signal processing is now one of the most vibrant areas of research in signal processing, see recent books [24,25] and references therein. The driving force for studying multirate systems in signal processing comes from the need of sampling rate conversion, subband coding, and their ability to generate wavelets. In communication community, multirate sampling is used for multi-channel transmultiplexers [19] and blind system identification and equalization [18]. In control community, there has recently considerable research devoted to multirate controller design, e.g., stabilizing controller design and various types of optimal control $[6,23]$.

The standard technique for treating multirate systems is called lifting in control and blocking in signal processing. It is well-known that a multirate system can be converted to an equivalent single rate LTI system. This LTI system, however, is not arbitrary, but satisfies a causality constraint which is represented by the language of nests and nest operators in a systematic way $[4,23]$. That is, the feedthrough term of the equivalent LTI system belongs to a set of nest operators. In this paper, we will study a multirate version of a general analytic interpolation problem: constrained two-sided tangential Nevanlinna-Pick (N-P) interpolation problem.

[^0]The theory of interpolation with analytic functions has a very rich history in mathematics [ 1,9 ]. Moreover, it is used in a variety of engineering fields such as control, circuit theory and digital filter design [7,14,15]. The N-P interpolation was first brought into system theory by Youla and Saito, who gave a circuit theoretical proof of the Pick criterion [28]. In the early stage of the development of $\mathcal{H}_{\infty}$ control theory, the analytic function interpolation theory played a fundamental role $[10,26]$. A detailed review of this connection can be found in $[14,16]$. Recently, some new methods in high resolution spectral estimation have been presented based on the N-P interpolation with degree constraint [17,11,2]. The analytic function interpolation problems are also used extensively in robust model validation and identification[3,13,20].

In this paper, we study the constrained two-sided tangential N-P interpolation problem, which requires the value of the interpolating functions at the origin to belong to a prescribed set of nest operators. This constrained interpolation problem plays the same role to multirate systems as the unconstrained counterpart do to single rate systems. The necessary and sufficient solvability conditions are given based on the matrix positive completion. The interpolation and distance problems involving analytic function with such structural constraint were first discussed in [14], but the general problem considered in this paper was not given there. This paper is organized as follows. In section II, we show how to convert a general multirate system to its equivalent LTI system with a causality constraint described by the language of nests and nest operator. In section III, we present some preliminary results on analytic interpolation problems and propose the constrained twosided tangential N-P interpolation problem, which is a multirate version of the standard interpolation. The necessary and sufficient solvability conditions are then presented in Section IV. Finally, the paper is concluded in Section V.

### 3.2 General Multirate Systems

Consider a general MIMO multirate system shown in Fig. 3.1. Here $u_{i}$, $i=1,2, \ldots, p$, are input signals whose sampling intervals are $m_{i} h$ respectively, and $y_{j}, j=1,2, \ldots, q$, are output signals whose sampling intervals are $n_{j} h$ respectively, where $h$ is a real number called base sampling interval and $m_{i}, n_{j}$ are natural numbers (positive integers). Such systems can result from discretizing continuous time systems using samplers of different rates or they can be found in their own right. Assume that all signals in the system are synchronized at time 0 , i.e., the time 0 instances of all signals occur at the same time. In this paper, we will focus on those multirate systems that satisfy certain causal, linear, shift invariance properties which are to be defined below.

Since we need to deal with signals with different rates, it is more convenient and clearer to associate each signal explicitly with its sampling interval.


Fig. 3.1. A general multirate system.

Let $\ell^{r}(\tau)$ denote the space of $\mathbb{R}^{r}$ valued sequences:

$$
\ell^{r}(\tau)=\left\{\{\ldots, x(-\tau), \mid x(0), x(\tau), x(2 \tau), \ldots\}: x(k \tau) \in \mathbb{R}^{r}\right\}
$$

The system in Fig. 3.1 is a map from $\oplus_{i=1}^{p} \ell\left(m_{i} h\right)$ to $\oplus_{j=1}^{q} \ell\left(n_{j} h\right)$. It is said to be linear if this map is a linear map.

Let $l \in \mathbb{N}$ be a multiple of $m_{i}$ and $n_{j}, i=1,2, \ldots, p, j=1,2, \ldots, q$. Let $\bar{m}_{i}=l / m_{i}$ and $\bar{n}_{j}=l / n_{j}$. Denote the sets $\left\{m_{i}\right\}$ and $\left\{n_{j}\right\}$ by $M$ and $N$ respectively and the sets $\left\{\bar{m}_{i}\right\}$ and $\left\{\bar{n}_{j}\right\}$ by $\bar{M}$ and $\bar{N}$ respectively. Let $S: \ell^{r}(\tau) \longrightarrow \ell^{r}(\tau)$ be the forward shift operator, i.e.,

$$
S\{\ldots, x(-\tau), \mid x(0), x(\tau), \ldots\}=\{\ldots, x(-2 \tau), \mid x(-\tau), x(0), x(\tau), \ldots\}
$$

Define

$$
S_{\bar{M}}=\operatorname{diag}\left\{S^{\bar{m}_{1}}, \ldots, S^{\bar{m}_{p}}\right\}, \quad S_{\bar{N}}=\operatorname{diag}\left\{S^{\bar{n}_{1}}, \ldots S^{\bar{n}_{q}}\right\}
$$

Then the multirate system in Fig. 3.1 is said to be ( $\bar{M}, \bar{N}$ ) -shift invariant or $l h$ periodic in real time if $F_{m r} S_{\bar{M}}=S_{\bar{N}} F_{m r}$. Now let $P_{t}: \ell^{r}(\tau) \longrightarrow \ell^{r}(\tau)$ be the truncation operator, i.e.,

$$
\begin{aligned}
& P_{t}\{\ldots, x((k-1) \tau), x(k \tau), x((k+1) \tau), \ldots\} \\
& \quad=\{\ldots, x((k-1) \tau), x(k \tau), 0, \ldots\}
\end{aligned}
$$

if $k \tau \leq t<(k+1) \tau$. Extend this definition to spaces $\oplus_{i=1}^{p} \ell\left(m_{i} h\right)$ and $\oplus_{j=1}^{q} \ell\left(n_{j} h\right)$ in an obvious way. Then the multirate system is said to be causal if

$$
P_{t} u=P_{t} v \Rightarrow P_{t} F_{m r} u=P_{t} F_{m r} v
$$

for all $t \in \mathbb{R}$. In this paper, we will concentrate on causal linear $(\bar{M}, \bar{N})$ shift invariant systems. Such general multirate system covers many familiar classes of systems as special cases. If $m_{i}, n_{j}, l$ are all the same, then this is an LTI single rate system. If $m_{i}, n_{j}$ are all the same but $l$ is a multiple of them, then it is a single rate $l$-periodic system $[22,12]$. If $p=q=1$, this becomes the SISO dual rate system studied in [5]. If $m_{i}$ are the same and $n_{j}$ are the same, then this becomes the MIMO dual rate system studied in [21]. For systems resulted from discretizing LTI continuous time systems
using multirate sample and hold schemes in [4,23], $l$ turns out to be the least common multiple of $m_{i}$ and $n_{j}$. The study of multirate systems in such a generality as indicated above, however, has never been done before.

A standard way for the analysis of multirate systems is to use lifting or blocking. Define a lifting operator $L_{r}: \ell(\tau) \rightarrow \ell^{r}(r \tau)$ by

$$
L_{r}\{\ldots \mid x(0), x(\tau), \ldots\} \rightarrow\left\{\ldots \left\lvert\,\left[\begin{array}{c}
x(0) \\
\vdots \\
x((r-1) \tau)
\end{array}\right]\right.,\left[\begin{array}{c}
x(r \tau) \\
\vdots \\
x((2 r-1) \tau)
\end{array}\right], \ldots\right\}
$$

and let

$$
L_{\bar{M}}=\operatorname{diag}\left\{L_{\bar{m}_{1}}, \ldots, L_{\bar{m}_{p}}\right\}, \quad L_{\bar{N}}=\operatorname{diag}\left\{L_{\bar{n}_{1}}, \ldots, L_{\bar{n}_{q}}\right\}
$$

Then the lifted system $F=L_{\bar{N}} F_{m r} L_{\bar{M}}^{-1}$ is an LTI system in the sense that $F S=S F$. Hence it has transfer function $\hat{F}$ in $\lambda$-transform. However, $F$ is not an arbitrary LTI system, instead its direct feedthrough term $\hat{F}(0)$ is subject to a constraint resulted from the causality of $F_{m r}$. This constraint is best described using the language of nests and nest operators $[21,23]$.

Let $\mathcal{X}$ be a finite dimensional vector space. A nest in $\mathcal{X}$, denoted $\left\{\mathcal{X}_{k}\right\}$, is a chain of subspaces in $\mathcal{X}$, including $\{0\}$ and $\mathcal{X}$, with the non-increasing ordering:

$$
\mathcal{X}=\mathcal{X}_{0} \supseteq \mathcal{X}_{1} \supseteq \cdots \supseteq \mathcal{X}_{l-1} \supseteq \mathcal{X}_{l}=\{0\}
$$

Let $\mathcal{U}, \mathcal{Y}$ be finite dimensional vector spaces. Denote by $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ the set of linear operators $\mathcal{U} \rightarrow \mathcal{Y}$. Assume that $\mathcal{U}$ and $\mathcal{Y}$ are equipped respectively with nests $\left\{\mathcal{U}_{k}\right\}$ and $\left\{\mathcal{Y}_{k}\right\}$ which have the same number of subspaces, say, $l+1$ as above. A linear map $T \in \mathcal{L}(\mathcal{U}, \mathcal{Y})$ is said to be a nest operator if

$$
\begin{equation*}
T \mathcal{U}_{k} \subseteq \mathcal{Y}_{k}, k=0,1, \ldots, l \tag{3.1}
\end{equation*}
$$

Let $\Pi_{\mathcal{U}_{k}}: \mathcal{U} \rightarrow \mathcal{U}_{k}$ and $\Pi_{\mathcal{Y}_{k}}: \mathcal{Y} \rightarrow \mathcal{Y}_{k}$ be orthogonal projections. Then (3.1) is equivalent to

$$
\begin{equation*}
\left(I-\Pi_{\mathcal{Y}_{k}}\right) T \Pi_{\mathcal{U}_{k}}=0, k=0, \ldots, l-1 \tag{3.2}
\end{equation*}
$$

The set of all nest operators (with given nests) is denoted $\mathcal{N}\left(\left\{\mathcal{U}_{k}\right\},\left\{\mathcal{Y}_{k}\right\}\right)$. If we decompose the spaces $\mathcal{U}$ and $\mathcal{Y}$ in the following way:

$$
\begin{align*}
& \mathcal{U}=\left(\mathcal{U}_{0} \ominus \mathcal{U}_{1}\right) \oplus\left(\mathcal{U}_{1} \ominus \mathcal{U}_{2}\right) \oplus \cdots \oplus\left(\mathcal{U}_{l-1} \ominus \mathcal{U}_{l}\right)  \tag{3.3}\\
& \mathcal{Y}=\left(\mathcal{Y}_{0} \ominus \mathcal{Y}_{1}\right) \oplus\left(\mathcal{Y}_{1} \ominus \mathcal{Y}_{2}\right) \oplus \cdots \oplus\left(\mathcal{Y}_{l-1} \ominus \mathcal{Y}_{l}\right) \tag{3.4}
\end{align*}
$$

then a nest operator $T \in \mathcal{N}\left(\left\{\mathcal{U}_{k}\right\},\left\{\mathcal{Y}_{k}\right\}\right)$ has the following block lower triangular form

$$
T=\left[\begin{array}{cccc}
T_{11} & 0 & \cdots & 0  \tag{3.5}\\
T_{21} & T_{22} & \ddots & \vdots \\
\vdots & \vdots & \ddots & 0 \\
T_{l 1} & T_{l 2} & \cdots & T_{l l}
\end{array}\right]
$$

Write $\underline{u}=L_{\bar{M}} u, \quad \underline{y}=L_{\bar{N}} y$. Then

$$
\begin{aligned}
& \underline{u}(0)=\left[u_{1}(0) \cdots u_{1}\left(\left(\bar{m}_{1}-1\right) m_{1} h\right) \cdots u_{p}(0) \cdots u_{p}\left(\left(\bar{m}_{p}-1\right) m_{p} h\right)\right]^{T}, \\
& \underline{y}(0)=\left[y_{1}(0) \cdots y_{1}\left(\left(\bar{n}_{1}-1\right) n_{1} h\right) \cdots y_{q}(0) \cdots y_{q}\left(\left(\bar{n}_{q}-1\right) n_{q} h\right)\right]^{T}
\end{aligned}
$$

Define for $k=0,1, \ldots, l$,

$$
\begin{aligned}
& \mathcal{U}_{k}=\left\{\underline{u}(0): u_{i}\left(r m_{i} h\right)=0 \text { if } r m_{i} h<k h\right\} \\
& \mathcal{Y}_{k}=\left\{\underline{y}(0): y_{j}\left(r n_{j} h\right)=0 \text { if } r n_{j} h<k h\right\} .
\end{aligned}
$$

Then the lifted plant $F$ satisfies

$$
\begin{equation*}
\hat{F}(0) \in \mathcal{N}\left(\left\{\mathcal{U}_{k}\right\},\left\{\mathcal{Y}_{k}\right\}\right) \tag{3.6}
\end{equation*}
$$

Now we see that each multirate system has an equivalent single rate LTI system with a causality constraint which is characterized by a nest operator constraint as in (3.6) on its transfer function.

We end this section by showing an example. Consider the system shown in Fig. 3.1. Let $p=q=2, m_{1}=2, m_{2}=6, n_{1}=4, n_{2}=3$ and $l=12$. Then $\bar{m}_{1}=6, \bar{m}_{2}=2, \bar{n}_{1}=3$ and $\bar{n}_{2}=4$. Let $\underline{u}$ and $\underline{y}$ be the lifted signals of $u$ and $y$ respectively. Then we have

$$
\begin{aligned}
& \underline{u}(0)=\left[u_{1}(0) u_{1}(2 h) u_{1}(4 h) u_{1}(6 h) u_{1}(8 h) u_{1}(10 h) u_{2}(0) u_{2}(6 h)\right]^{T} \\
& \underline{y}(0)=\left[y_{1}(0) y_{1}(4 h) y_{1}(8 h) y_{2}(0) y_{2}(3 h) y_{2}(6 h) y_{2}(9 h)\right]^{T}
\end{aligned}
$$

Denote the $i$ th column of $8 \times 8$ identity matrix by $e_{i}$. Then the nests $\left\{\mathcal{U}_{k}\right\}$ are as follows

$$
\begin{aligned}
\mathcal{U}_{12} & =\mathcal{U}_{11}=\{0\} \\
\mathcal{U}_{10} & =\mathcal{U}_{9}=\operatorname{span}\left\{e_{6}\right\} \\
\mathcal{U}_{8} & =\mathcal{U}_{7}=\operatorname{span}\left\{e_{5}, e_{6}\right\} \\
\mathcal{U}_{6} & =\mathcal{U}_{5}=\operatorname{span}\left\{e_{4}, e_{5}, e_{6}, e_{8}\right\} \\
\mathcal{U}_{4} & =\mathcal{U}_{3}=\operatorname{span}\left\{e_{3}, e_{4}, e_{5}, e_{6}, e_{8}\right\} \\
\mathcal{U}_{2} & =\mathcal{U}_{1}=\operatorname{span}\left\{e_{2}, e_{3}, e_{4}, e_{5}, e_{6}, e_{8}\right\} \\
\mathcal{U}_{0} & =\mathbb{R}^{8} .
\end{aligned}
$$

Similarly, denote $j$ th column of $7 \times 7$ identity matrix by $d_{j}$, we get $\left\{\mathcal{Y}_{k}\right\}$ as follows

```
\(\mathcal{Y}_{12}=\mathcal{Y}_{11}=\mathcal{Y}_{10}=\{0\}\)
\(\mathcal{Y}_{9}=\operatorname{span}\left\{d_{7}\right\}\)
\(\mathcal{Y}_{8}=\mathcal{Y}_{7}=\operatorname{span}\left\{d_{3}, d_{7}\right\}\)
\(\mathcal{Y}_{6}=\mathcal{Y}_{5}=\operatorname{span}\left\{d_{3}, d_{6}, d_{7}\right\}\),
\(\mathcal{Y}_{4}=\operatorname{span}\left\{d_{2}, d_{3}, d_{6}, d_{7}\right\}\)
\(\mathcal{Y}_{3}=\mathcal{Y}_{2}=\mathcal{Y}_{1}=\operatorname{span}\left\{d_{2}, d_{3}, d_{5}, d_{6}, d_{7}\right\}\)
\(\mathcal{Y}_{0}=\mathbb{R}^{7}\).
```

Then $\mathcal{N}\left(\left\{\mathcal{U}_{k}\right\},\left\{\mathcal{Y}_{k}\right\}\right)$ consists of matrices of the form

$$
\left[\begin{array}{cccccc}
* & 0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

where "*" represents an arbitrary number. Note that such matrices are not block lower triangular, but can be turned into block lower triangular matrices by permutations of rows and columns.

### 3.3 Constrained Analytic Interpolation Problems

In this section, we will formulate the two-sided tangential N-P interpolation problem with a nest operator constraint, which can be viewed as a multirate version of the standard interpolation problem.

Let $\mathcal{X}_{i}$ and $\mathcal{Z}_{j}$ be finite dimensional Hilbert spaces for $i=1, \ldots, M$, and $j=1, \ldots, N$. Also let $\mathcal{U}$ and $\mathcal{Y}$ be finite dimensional Hilbert spaces with nests $\left\{\mathcal{U}_{k}\right\}$ and $\left\{\mathcal{Y}_{k}\right\}$ respectively. Consider the linear bounded operators

$$
\begin{array}{ll}
U_{i}: \mathcal{X}_{i} \rightarrow \mathcal{U}, & Y_{i}: \mathcal{X}_{i} \rightarrow \mathcal{Y}, i=1, \cdots, M \\
V_{j}: \mathcal{U} \rightarrow \mathcal{Z}_{j}, & W_{j}: \mathcal{Y} \rightarrow \mathcal{Z}_{j}, j=1, \cdots, N
\end{array}
$$

Given two sets of complex numbers $\left\{\alpha_{i}\right\}$ and $\left\{\beta_{j}\right\}$ on the open unit disc $\mathbb{D}$, where $\alpha_{i} \neq \beta_{j}$ for every $i$ and $j$. Denote $\mathcal{H}_{\infty}(\mathcal{U}, \mathcal{Y})$ the Hardy class of all uniformly bounded analytic functions on $\mathbb{D}$ with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. The constrained two-sided tangential N-P interpolation problem for the data $\lambda_{i}$, $U_{i, j}$, and $Y_{i, j}$ is to find (if possible) a function $\hat{G}$ in $\mathcal{H}_{\infty}(\mathcal{U}, \mathcal{Y})$ which satisfies
(i) the interpolation conditions

$$
\begin{align*}
\hat{G}\left(\alpha_{i}\right) U_{i} & =Y_{i}  \tag{3.7}\\
W_{j} \hat{G}\left(\beta_{j}\right) & =V_{j} \tag{3.8}
\end{align*}
$$

for $i=1, \ldots, M$ and $j=1, \ldots, N$,
(ii) $\|\hat{G}\|_{\infty} \leq 1$, and
(iii) the nest operators constraint $\hat{G}(0) \in \mathcal{N}\left(\left\{\mathcal{U}_{k}\right\},\left\{\mathcal{Y}_{k}\right\}\right)$.

Requiring only conditions (i) and (ii) accounts to the standard two-sided tangential N-P interpolation, the solvability condition of which is well-known $[1,9]$. We present it here as a lemma for completeness.

Lemma 1. Given the data $\alpha_{i}, U_{i}, Y_{i}, \beta_{j}, W_{j}$ and $V_{j}$ for $i=1, \ldots, M$ and $j=1, \ldots, N$, where $\alpha_{i} \neq \beta_{j}$ for every $i$ and $j$. The standard two-sided tangential $N-P$ interpolation problem has a solution if and only if

$$
Q=\left[\begin{array}{ll}
Q_{11} & Q_{21}^{*}  \tag{3.9}\\
Q_{21} & Q_{22}
\end{array}\right] \geq 0
$$

where

$$
\begin{align*}
& Q_{11}=\left[\frac{U_{i}^{*} U_{m}-Y_{i}^{*} Y_{m}}{1-\alpha_{i}^{*} \alpha_{m}}\right]_{i, m=1}^{M}  \tag{3.10}\\
& \left.Q_{21}=\left[\frac{V_{j} U_{i}-W_{j} Y_{i}}{\beta_{j}-\alpha_{i}}\right]_{\substack{j=1, \ldots, N \\
i=1, \ldots, M}}^{1-\beta_{j} \beta_{n}^{*}}\right]_{j, n=1}^{N} . \tag{3.11}
\end{align*}
$$

The right and left tangential $\mathrm{N}-\mathrm{P}$ interpolation problems can be considered as a two-sided one with only one of the conditions (3.7) and (3.8) respectively. In such cases, $Q_{11}$ and $Q_{22}$ in Lemma 1 are the so-called Pick matrices.

It is natural in the study of multirate systems to require that the interpolating function satisfies the condition (iii) since a multirate system can be converted to an equivalent LTI system with a constraint that its feedthrough term belongs to $\mathcal{N}\left(\left\{\mathcal{U}_{k}\right\},\left\{\mathcal{Y}_{k}\right\}\right)$. We end this section by introducing some notations. For the constrained two-sided tangential N-P interpolation data, denote

$$
\begin{aligned}
\alpha & =\operatorname{diag}\left(\alpha_{1}, \ldots, \alpha_{M}\right), \\
\beta & =\operatorname{diag}\left(\beta_{1}, \ldots, \beta_{N}\right), \\
U & =\left[U_{1} U_{2} \cdots U_{M}\right] \\
Y & =\left[Y_{1} Y_{2} \cdots Y_{M}\right] \\
W & =\left[\begin{array}{c}
W_{1} \\
\vdots \\
W_{N}
\end{array}\right], \quad V=\left[\begin{array}{c}
V_{1} \\
\vdots \\
V_{N}
\end{array}\right] .
\end{aligned}
$$

### 3.4 Solvability Conditions

The purpose of this section is to obtain the necessary and sufficient solvability condition of the constrained two-sided tangential N-P interpolation problem. First, we need a result on matrix positive completion. The matrix positive completion problem is as follows [8]: Given $B_{i j},|j-i| \leq q$, satisfying $B_{i j}=$ $B_{j i}^{*}$, find the remaining matrices $B_{i j},|j-i|>q$, such that the block matrix $B=\left[B_{i j}\right]_{i, j=1}^{n}$ is positive definite. The matrix positive completion problem was first proposed by Dym and Gohberg [8], who gave the following result:

Lemma 2. The matrix positive completion problem has a solution if and only if

$$
\left[\begin{array}{ccc}
B_{i i} & \cdots & B_{i, i+q}  \tag{3.13}\\
\vdots & & \vdots \\
B_{i+q, i} & \cdots & B_{i+q, i+q}
\end{array}\right] \geq 0, \quad i=1, \ldots, n-q .
$$

Reference [27] gave a detailed discussion of such problem and presented an explicit description of the set of all solutions via a linear fractional map of which the coefficients are given in terms of the original data. However, Lemma 2 is enough for us. We are now in a position to state the main result of this section.

Theorem 1. Given the data $\alpha_{i}, U_{i}, Y_{i}, \beta_{j}, W_{j}$ and $V_{j}$ for $i=1, \ldots, M$ and $j=1, \ldots, N$, where $\alpha_{i} \neq \beta_{j}$ for every $i$ and $j$. In the case when $\beta_{j} \neq 0$ for all $j$, the constrained two-sided tangential $N-P$ interpolation problem has a solution if and only if

$$
\begin{align*}
& {\left[\begin{array}{ll}
Q_{11} & Q_{21}^{*} \\
Q_{21} & Q_{22}
\end{array}\right]+\left[\begin{array}{c}
Y^{*} \\
\beta^{-1} W
\end{array}\right] \Pi_{\mathcal{Y}_{k}}\left[Y\left(\beta^{-1} W\right)^{*}\right]} \\
& -\left[\begin{array}{c}
U^{*} \\
\beta^{-1} V
\end{array}\right] \Pi_{\mathcal{U}_{k}}\left[U\left(\beta^{-1} V\right)^{*}\right] \geq 0 \tag{3.14}
\end{align*}
$$

for all $k=1, \ldots, l$. In the case when $\alpha_{i} \neq 0$ for all $i$, it has a solution if and only if

$$
\begin{align*}
& {\left[\begin{array}{ll}
Q_{11} & Q_{21}^{*} \\
Q_{21} & Q_{22}
\end{array}\right]+\left[\begin{array}{c}
\alpha^{*-1} U^{*} \\
V
\end{array}\right] \Pi_{\mathcal{U}_{k}^{\prime}}\left[U \alpha^{-1} V^{*}\right]} \\
& -\left[\begin{array}{c}
\alpha^{*-1} Y^{*} \\
W
\end{array}\right] \Pi_{Y_{k}^{\perp}}\left[Y \alpha^{-1} W^{*}\right] \geq 0 \tag{3.15}
\end{align*}
$$

for all $k=0, \ldots, l-1$.
Proof: We first give the proof for the case when $\beta_{j} \neq 0$ for all $j$. The nest operator constraint can be viewed as an additional interpolation condition

$$
\hat{G}(0) I=T
$$

for some $T \in \mathcal{N}\left(\left\{\mathcal{U}_{k}\right\},\left\{\mathcal{Y}_{k}\right\}\right)$. Set $\alpha_{0}=0, U_{0}=I$ and $Y_{0}=T$. By Lemma 1, the constrained interpolation problem has a solution if and only if there exists $T \in \mathcal{N}\left(\left\{\mathcal{U}_{k}\right\},\left\{\mathcal{Y}_{k}\right\}\right)$ such that

$$
\left[\begin{array}{ll}
\tilde{Q}_{11} & \tilde{Q}_{21}^{*} \\
\tilde{Q}_{21} & Q_{22}
\end{array}\right] \geq 0
$$

where

$$
\begin{aligned}
& \tilde{Q}_{11}=\left[\begin{array}{cc}
I-T^{*} T & U-T^{*} Y \\
U^{*}-Y^{*} T & Q_{11}
\end{array}\right] \\
& \tilde{Q}_{21}=\left[\beta^{-1}(V-W T) Q_{21}\right]
\end{aligned}
$$

i.e.,

$$
\left[\begin{array}{ccc}
I-T^{*} T & U-T^{*} Y\left(V^{*}-T^{*} W^{*}\right) \beta^{*-1}  \tag{3.16}\\
U^{*}-Y^{*} T & Q_{11} & Q_{21}^{*} \\
\beta^{-1}(V-W T) & Q_{21} & Q_{22}
\end{array}\right] \geq 0
$$

Note that the left-hand side of (3.16) can be rewritten as

$$
\begin{gathered}
{\left[\begin{array}{ccc}
I & U & V^{*} \beta^{*-1} \\
U^{*} & Q_{11}+Y^{*} Y & Q_{21}^{*}+Y^{*} W^{*} \beta^{*-1} \\
\beta^{-1} V & Q_{21}+\beta^{-1} W Y & Q_{22}+\beta^{-1} W W^{*} \beta^{*-1}
\end{array}\right]} \\
\\
\quad-\left[\begin{array}{c}
T^{*} \\
Y^{*} \\
\beta^{-1} W
\end{array}\right]\left[T Y W^{*} \beta^{*-1}\right]
\end{gathered}
$$

By schur complement, inequality (3.16) is equivalent to

$$
\left[\begin{array}{cccc}
I & U & V^{*} \beta^{*-1} & T^{*}  \tag{3.17}\\
U^{*} & Q_{11}+Y^{*} Y & Q_{21}^{*}+Y^{*} W^{*} \beta^{*-1} & Y^{*} \\
\beta^{-1} V & Q_{21}+\beta^{-1} W Y & Q_{22}+\beta^{-1} W W^{*} \beta^{*-1} & \beta^{-1} W \\
T & Y & W^{*} \beta^{*-1} & I
\end{array}\right] \geq 0
$$

If we decompose the space as (3.3-3.4), then a nest operator $T \in \mathcal{N}\left(\left\{\mathcal{U}_{k}\right\},\left\{\mathcal{Y}_{k}\right\}\right)$ has a block lower triangular form shown in (3.5). Therefore, the constrained two-sided tangential N-P interpolation problem has a solution if and only if (3.17) holds for a block lower triangular matrix $T$. This is a matrix positive completion problem. By Lemma 2, there is a block lower triangular matrix $T$ satisfying (3.17) if and only if

$$
\left[\begin{array}{cccc}
I & \Pi_{\mathcal{U}_{k}} U & \Pi_{\mathcal{U}_{k}} V^{*} \beta^{*-1} & 0 \\
\left(\Pi_{\mathcal{U}_{k}} U\right)^{*} & Q_{11}+Y^{*} Y & Q_{21}^{*}+Y^{*} W^{*} \beta^{*-1} & \left(\Pi_{\mathcal{Y}_{k}^{\perp}} Y\right)^{*} \\
\left(\Pi_{\mathcal{U}_{k}} V^{*} \beta^{*-1}\right)^{*} & Q_{21}+\beta^{-1} W Y & Q_{22}+\beta^{-1} W\left(\beta^{-1} W\right)^{*-1} & \left(\Pi_{\mathcal{Y}_{k}^{\perp}} W^{*} \beta^{*-1}\right)^{*} \\
0 & \Pi_{\mathcal{Y}_{k}^{\perp}} Y & \Pi_{\mathcal{Y}_{k}^{\perp}} W^{*} \beta^{*-1} & I
\end{array}\right]
$$

is positive semi-definite for $k=0, \ldots, l$. It follows from Schur complement that this is equivalent to that inequality (3.14) holds for $k=0, \ldots, l$. We claim that (3.14) when $k=l$ implies (3.14) when $k=0$. In fact, when $k=l$, inequality (3.14) gives (3.9). When $k=0$, inequality (3.14) gives

$$
\left[\begin{array}{ll}
Q_{11} & Q_{21}^{*}  \tag{3.18}\\
Q_{21} & Q_{22}
\end{array}\right]+\left[\begin{array}{c}
Y^{*} \\
\beta^{-1} W
\end{array}\right]\left[Y W^{*} \beta^{*-1}\right]-\left[\begin{array}{c}
U^{*} \\
\beta^{-1} V
\end{array}\right]\left[U V^{*} \beta^{*-1}\right] \geq 0
$$

By some algebra manipulations, we have (3.18) is equivalent to

$$
\left[\begin{array}{cc}
\alpha^{*} & 0  \tag{3.19}\\
0 & \beta^{-1}
\end{array}\right]\left[\begin{array}{ll}
Q_{11} & Q_{21}^{*} \\
Q_{21} & Q_{22}
\end{array}\right]\left[\begin{array}{cc}
\alpha & 0 \\
0 & \beta^{*-1}
\end{array}\right] \geq 0
$$

It is obvious that (3.9) implies (3.19). Hence, the constrained two-sided tangential N-P interpolation problem has a solution if and only if (3.14) holds for $k=1, \ldots, l$.

On the other hand, assume $\alpha_{i} \neq 0$ for all $i$. Note that the nest operator constraint can also be viewed as an additional interpolation condition

$$
I \hat{G}(0)=T
$$

for some $T \in \mathcal{N}\left(\left\{\mathcal{U}_{k}\right\},\left\{\mathcal{Y}_{k}\right\}\right)$. Set $\beta_{0}=0, W_{0}=I$ and $V_{0}=T$. A similar argument can show that there is a solution if and only if (3.15) holds for $k=0, \ldots, l-1$. This completes the proof.

The solvability condition for the standard two-sided tangential interpolation problem without constraint stated in Lemma 1 is recovered when $l=1$.
Corollary 1. There exists a solution to the right tangential N-P interpolation problem with constraint $\mathcal{N}\left(\left\{\mathcal{U}_{k}\right\},\left\{\mathcal{Y}_{k}\right\}\right)$ for the data $\alpha_{i}, U_{i}, Y_{i}, i=$ $1, \ldots, M$, if and only if

$$
\begin{equation*}
\left[\frac{U_{i}^{*} U_{m}-Y_{i}^{*} Y_{m}}{1-\alpha_{i}^{*} \alpha_{m}}-U_{i}^{*} \Pi_{\mathcal{U}_{k}} U_{m}+Y_{i}^{*} \Pi_{\mathcal{Y}_{k}} Y_{m}\right]_{i, m=1}^{M} \geq 0 \tag{3.20}
\end{equation*}
$$

for all $k=1, \ldots, l$.
Proof: Note that the left-hand side of (3.20) is exactly

$$
Q_{11}+Y^{*} \Pi_{y_{k}} Y-U^{*} \Pi_{\mathcal{U}_{k}} U
$$

where $Q_{11}$ is given by (3.10). The result is then obvious from Theorem 1.
Corollary 2. There exists a solution to the left tangential $N-P$ interpolation problem with constraint $\mathcal{N}\left(\left\{\mathcal{U}_{k}\right\},\left\{\mathcal{Y}_{k}\right\}\right)$ for the $\operatorname{data} \beta_{j}, W_{j}, V_{j}, j=1, \ldots, N$, if and only if

$$
\left[\frac{W_{j} W_{n}^{*}-V_{j} V_{n}^{*}}{1-\beta_{j} \beta_{n}^{*}}+V_{j} \Pi_{\mathcal{U}_{k}^{\perp}} V_{n}^{*}-W_{j} \Pi_{\mathcal{Y}_{k}^{\perp}} W_{n}^{*}\right]_{j, n=1}^{N} \geq 0
$$

for all $k=0,1, \ldots, l-1$.

### 3.5 Conclusion

In this paper, we study multirate systems and related analytic function interpolation problems. We show that each multirate system has an equivalent LTI system with a causality constraint which can be formulated in a unified framework via nest operators and a nest algebra. We then propose a multirate version of the two-sided tangential N-P interpolation problem, which requires the value of the interpolating function at the origin to be in a prescribed set of nest operators. A necessary and sufficient solvability condition is given based on the matrix positive completion. This constrained interpolation problem proposed in this paper has potential applications in a variety of issues in control, signal processing, circuit theory and communication.
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