WHAT CAN ROUTH TABLE OFFER IN ADDITION TO STABILITY?
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Abstract: Routh stability test is covered in almost all undergraduate control text. It determines the stability or, a little beyond, the number of unstable roots of a polynomial in terms of the signs of certain entries of the Routh table constructed from the coefficients of the polynomial. The use of Routh table, as far as the common textbooks show, is only limited in this function. In this paper, we will show that Routh table can actually be used for many other purposes, including the computation of the $H_2$ norm, the Hankel singular values and singular vectors, model reduction, $H_{\infty}$ optimization, etc.
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1. INTRODUCTION

Recently we have been witnessing a great amount of attention paid to the innovation of undergraduate level control education. Several new textbooks have been published (Doyle et al., 1992), (Wolovich, 1994), (Özbay, 1999), (Goodwin et al., 2001), (Dorato, 1999). The main effort seems to be in incorporating modern and post-modern control theory into the syllabus of a beginners’ control course which has been dominated by classical materials for several decades. This effort is not easy and is potentially controversial because of the myth that the modern and post-modern control theory necessitates the use of advanced mathematical knowledge which a typical engineering undergraduate student does not have.

The need to incorporate post-modern control theory into the beginners’ course motivates the investigation of the connection between advanced optimal and robust control problems and the classical tools. This paper contains some results from this investigation. We will start by showing that the Routh table readily gives an orthonormal basis of a rational function space. This orthonormal basis leads to an algorithm for the computation of the $H_2$ norm of a stable strictly transfer function, which was first reported in (Åström, 1970). It can also be used to find the Hankel singular values and vectors, hence yielding the solutions to the Hankel approximation and the Nehari problems. This opens the door for a complete and systematic linear optimal and robust control theory using elementary tools not much beyond the well-known Routh stability criterion. This paper will only give some basic results and ideas. More extensive coverage will be given in a followup paper.

2. ROUTH STABILITY TEST AND ORTHONORMAL FUNCTIONS

Consider polynomial

$$a(s) = a_0 s^n + a_1 s^{n-1} + \cdots + a_n, \quad a_0 > 0.$$  

Construct the Routh table as in Table 1. Here the first two rows are copied from the coefficients of
Table 1. Routh table

<table>
<thead>
<tr>
<th>$s^{n-1}$</th>
<th>$r_00 = a_0$</th>
<th>$r_10 = a_2$</th>
<th>$r_20 = a_4$</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s^{n-2}$</td>
<td>$r_10 = a_1$</td>
<td>$r_11 = a_3$</td>
<td>$r_12 = a_5$</td>
<td>...</td>
</tr>
<tr>
<td>$s^{n-3}$</td>
<td>$r_20 = r_30 = r_40 = ...$</td>
<td>$r_20$</td>
<td>$r_21$</td>
<td>$r_22$</td>
</tr>
<tr>
<td>$s^{n-4}$</td>
<td>$r_{n-2} = r_{n-1} = r_n$</td>
<td>$r_{n-2}$</td>
<td>$r_{n-1}$</td>
<td>$r_n$</td>
</tr>
</tbody>
</table>

The polynomial. Each row starting from the third one is computed from its two preceding rows as

\[
T(n-2)O \cdot T(n-2)1 \cdot T(n-1)O \cdot T(n-1)O \cdot Tn_l(S) = T(n-l)OS \cdot Tn(S) = TnO \cdot \text{...}
\]

Also define

Fix a stable polynomial $a(s)$ as above. Consider the set of signals or systems

\[
S_a(s) = \left\{ \frac{b(s)}{a(s)} : b(s) = b_1s^{n-1} + \cdots + b_{n-1}s + b_n, \quad b_i \in \mathbb{R}, i = 1, \ldots, n \right\}
\]

This set is clearly a subspace of $\mathcal{H}_2$. We will see that an orthonormal basis of this subspace is very useful in various purposes.

Let us construct the Routh table of $a(s)$. Since $a(s)$ is stable, the Routh table can always be constructed to the end and all $r_{0i}, i = 0, 1, \ldots, n$, are positive. For each row (except the first one) of the Routh table, define a polynomial

\[
b(s) = b_1s^{n-1} + \cdots + b_{n-1}s + b_n
\]

\[
T(i-2)O \cdot T(i-2)(j+1) \cdot T(i-1)O \cdot T(i-1)(j+1) = T(i-1)O \cdot T(i-2)(j+1)
\]

Here $i$ goes from 2 to $n$ and $j$ goes from 0 to $\left\lfloor \frac{n}{2} \right\rfloor$. When computing the last element of certain row of the Routh table, one may find that the preceding row is one element short of what we need. For example, when we compute $r_{00}$, we need $r_{(n-1)}$ but $r_{(n-1)}$ is not an element of the Routh table. In this case, we can simply augment the preceding row by a 0 in the end and keep the computation going. Keep in mind that this augmented 0 is not considered as part of the Routh table. Equivalently, whenever $T(i-1)(j+1)$ is missing, simply let $r_{ij} = r_{(i-2)(j+1)}$. For example, $r_{n0}$ can be computed as

\[
r_{n0} = \frac{1}{r_{(n-1)0}} \begin{vmatrix} r_{(n-2)0} & r_{(n-2)1} \\ r_{(n-1)0} & 0 \end{vmatrix} = r_{(n-2)1}
\]

**Theorem 1.** (Routh Stability Criterion). The following statements are equivalent:

1. $p(s)$ is stable.
2. All elements of the Routh table are positive, i.e., $r_{ij} > 0$, $i = 0, 1, \ldots, n$, $j = 0, 1, \ldots, \left\lfloor \frac{n}{2} \right\rfloor$.
3. All elements in the first column of the Routh table are positive, i.e., $r_{0i} > 0$, $i = 0, 1, \ldots, n$.

In general, the Routh table cannot be completely constructed when an element in the first column is zero. In this case, there is no need to complete the rest of the table since we already know from the Routh criterion that the polynomial is unstable.

The proof given by Routh is quite involved and is usually omitted in feedback control textbooks. There have been continuous efforts in finding simpler proofs. It appears that the proof given in (Åström, 1970) uses the most elementary arguments and is the most easily understandable. Interestingly, this proof was rediscovered at least a couple of times by (Meinsma, 1995) and (Ferrante et al., 1999).

Fix a stable polynomial $a(s)$ as above. Consider the set of signals or systems

\[
S_a(s) = \left\{ \frac{b(s)}{a(s)} : b(s) = b_1s^{n-1} + \cdots + b_{n-1}s + b_n, \quad b_i \in \mathbb{R}, i = 1, \ldots, n \right\}
\]

3. COMPUTATION OF THE RMS VALUE

Consider a strictly proper stable signal or system

\[
G(s) = \frac{b(s)}{a(s)} = \frac{b_1s^{n-1} + \cdots + b_n}{a_0s^n + a_1s^{n-1} + \cdots + a_n}, \quad a_0 > 0
\]

Clearly $G(s) \in S_a(s)$.

If we expand $b(s)$ as

\[
b(s) = \beta_1r_1(s) + \beta_2r_2(s) + \cdots + \beta.nr_n(s), \quad (1)
\]

then

\[
G(s) = \frac{\beta_1}{\sqrt{2a_1}}B_1(s) + \cdots + \frac{\beta_n}{\sqrt{2a_n}}B_n(s).
\]

Consequently

\[
\|G(s)\|_2^2 = \frac{\beta_1^2}{2a_1} + \frac{\beta_2^2}{2a_2} + \cdots + \frac{\beta_n^2}{2a_n}
\]

It seems that finding all $\beta$ requires solving a set of linear equations obtained by comparing...
Table 2. Augmented Routh table

<table>
<thead>
<tr>
<th>( r_{00} )</th>
<th>( r_{10} )</th>
<th>( r_{20} )</th>
<th>( r_{30} )</th>
<th>( \ldots )</th>
<th>( r_{(n-1)0} )</th>
<th>( r_{n0} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_0 )</td>
<td>( \alpha_1 )</td>
<td>( \alpha_2 )</td>
<td>( \alpha_3 )</td>
<td>( \ldots )</td>
<td>( \alpha_{(n-1)} )</td>
<td>( \alpha_n )</td>
</tr>
<tr>
<td>( \alpha_1 )</td>
<td>( \alpha_2 )</td>
<td>( \alpha_3 )</td>
<td>( \alpha_4 )</td>
<td>( \ldots )</td>
<td>( \alpha_{(n-1)} )</td>
<td>( \alpha_n )</td>
</tr>
<tr>
<td>( \alpha_2 )</td>
<td>( \alpha_3 )</td>
<td>( \alpha_4 )</td>
<td>( \alpha_5 )</td>
<td>( \ldots )</td>
<td>( \alpha_{(n-1)} )</td>
<td>( \alpha_n )</td>
</tr>
<tr>
<td>( \alpha_3 )</td>
<td>( \alpha_4 )</td>
<td>( \alpha_5 )</td>
<td>( \alpha_6 )</td>
<td>( \ldots )</td>
<td>( \alpha_{(n-1)} )</td>
<td>( \alpha_n )</td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
</tr>
</tbody>
</table>

The effort to find a simple method to compute the RMS value of a transfer function started in the late 40's by a group in MIT. The initial effort ended up with formulas for transfer functions up to 7th order, reported in (James et al., 1947). Another team effort was carried out in the 50's by another group in MIT. This effort, documented in (Newton et al., 1957), led to an algorithm based on matrix equation for arbitrarily high order transfer functions and corrections to two formulas in (James et al., 1947). Algorithm 1 in this section is not new and first appeared in (Åström, 1970). What is new here is the observation that this algorithm directly follows from the availability of an orthonormal basis of \( \mathcal{S}_{a(s)} \).

**Example 1.** Consider

\[
G(s) = \frac{b(s)}{a(s)} = \frac{s^3 + 2s^2 + 5s + 6}{s^4 + s^3 + 3s^2 + 2s + 1}
\]

Then the augmented Routh table of \( G(s) \) is given by Table 3. Therefore

\[
\alpha_1 = \alpha_2 = \alpha_3 = \alpha_4 = 1
\]

and

\[
\beta_1 = 1, \quad \beta_2 = 2, \quad \beta_3 = 3, \quad \beta_4 = 4.
\]

Hence

\[
\lVert G(s) \rVert_2^2 = \frac{1^2}{2} + \frac{2^2}{2} + \frac{3^2}{2} + \frac{4^2}{2} = 15.
\]

### 4. Hankel Singular Values and Vectors

Given a proper stable transfer function:

\[
G(s) = \frac{b(s)}{a(s)}
\]

take a function \( a(s) \) in \( \mathcal{S}_{a(s)} \). Then

\[
G(s) = \frac{b(s)a(-s)}{a(s)a(-s)}
\]

is a strictly proper rational function with poles at the roots of \( a(s) \) and their mirror images respect to the imaginary axis. This rational function can be uniquely decomposed into

\[
\frac{b(s)a(-s)}{a(s)a(-s)} = \frac{\beta(s) + \gamma(s)}{a(s) + b(s)}
\]

where both terms on the right hand side are strictly proper. Throw away the unstable term \( \gamma(s) \). Then we are left with the stable term \( \beta(s) \) which belongs to \( \mathcal{S}_{a(s)} \). This process defines a map from \( \mathcal{S}_{a(s)} \) to \( \mathcal{S}_{a(s)} \):

\[
\frac{\alpha(s)}{a(s)} \rightarrow \frac{\beta(s)}{a(s)}
\]

This map consists of three actions. The first is reversion; this action simply replaces the variable \( s \) in \( a(s) \) by \(-s\), resulting in \( a(-s) \). The second is multiplication; this action multiplies the result...
of the first action by $G(s)$. The third action is projection; it keeps the stable part of the result of the second action and throw away the unstable part. Since all these actions are linear operations, the map is clearly a linear operator on $S_a(s)$. We call it the Hankel operator with symbol $G(s)$, denoted by $H G(s)$. A proper $G(s) = \frac{b(s)}{a(s)}$ can in general be decomposed as the sum of a constant term and a strictly proper term

$$G(s) = d + \frac{c(s)}{a(s)}$$

where $d = G(\infty)$ and $c(s) = b(s) - G(\infty)a(s)$. For a function $\frac{b(s)}{a(s)} \in S_a(s)$, let

$$\frac{b(s)}{a(s)} = \frac{\alpha(s)}{a(s)} + \frac{\beta(s)}{a(s)}$$

i.e.,

$$H G(a(s)) a(s) = \frac{\alpha(s)}{a(s)}$$

Then

$$G(s) \frac{\alpha(s)}{a(s)} = \frac{\beta(s)}{a(s)} + \frac{\gamma(s) - da(s)}{a(s)}$$

i.e.

$$H G(s) \frac{\alpha(s)}{a(s)} = \frac{\beta(s)}{a(s)}$$

This shows that the Hankel operator does not depend on $d$, the constant term in $G(s)$. In other words, the Hankel operator with symbol $G(s)$ is the same as the Hankel operator with symbol $\frac{\beta(s)}{a(s)}$, which is the strictly proper part of $G(s)$. Hence in the computation related to a Hankel operator, one can disregard the constant part of the symbol.

The Hankel operator can be represented by a matrix if a basis in $S_a(s)$ is chosen. Naturally we can use the orthonormal basis

$$\{B_1(s), B_2(s), \ldots, B_n(s)\}$$

defined in Theorem 2. The matrix representation under this basis is denoted by $[H G(s)]$. The singular values of $[H G(s)]$ are called the Hankel singular values of $G(s)$ and are denoted by $\sigma_1(G(s)), \sigma_2(G(s)), \ldots, \sigma_n(G(s))$. Here we assume that the singular values are ordered in a non-increasing way, i.e., we assume that $\sigma_1(G(s)) \geq \sigma_2(G(s)) \geq \cdots \geq \sigma_n(G(s))$. In particular, the largest Hankel singular value $\sigma_1(G(s))$ is called the Hankel norm of $G(s)$ and is denoted by $\|G(s)\|_H$. Let $(u_i, v_i)$ be a pair of left and right singular vectors of $[H G(s)]$ corresponding to singular value $\sigma_i(G(s))$ and let

$$U_i(s) = [B_1(s) \ B_2(s) \ \cdots \ B_n(s)] u_i$$

and

$$V_i(s) = [B_1(s) \ B_2(s) \ \cdots \ B_n(s)] v_i$$

Then $(U_i(s), V_i(s))$ is called a Schmidt pair of $H G(s)$ corresponding to $\sigma_i(G(s))$.

It seems that the Hankel singular values and the corresponding Schmidt pairs defined here depend on the choice of a basis in $S_a(s)$. Actually this is not the case. As long the basis is an orthonormal one, we will end up with the same singular values and Schmidt pairs.

If we are interested in computing the Hankel singular values and Schmidt pairs of $H G(s)$, then the key is to find $[H G(s)]$ from $G(s) = \frac{b(s)}{a(s)}$. Again, we call the Routh table into action.

**Theorem 3.** Construct the Routh table of $a(s)$. Let

\[
A = \begin{bmatrix}
-\tau_1 & \sqrt{2} & 0 \\
-\frac{\tau_1}{\tau_0} & 0 & \sqrt{2} \\
-\frac{\tau_n}{\tau_0} & 0 & \sqrt{2}
\end{bmatrix}
\]

Also let $\tau_1(s)$ be the polynomial defined from the second row of the Routh table:

$$\tau_1(s) = r_0 s^{n-1} + r_1 s^{n-2} + \cdots$$

and let $c(s)$ be the denominator of the strictly proper part of $G(s)$:

$$c(s) = b(s) - G(\infty)a(s)$$

Then

\[
[H G(s)] = a(-A)^{-1} b(A) \begin{bmatrix}
(-1)^{n-1} & \cdots & -1 \\
1 & \cdots & 1 \end{bmatrix}
\]

\[
= [2 \tau_1(-A)]^{-1} c(A) \begin{bmatrix}
(-1)^{n-1} & \cdots & -1 \\
1 & \cdots & 1 \end{bmatrix}
\]
Formula (4) is a bit simpler to compute than formula (3) since \( a(s) \) and \( c(s) \) has lower degree and fewer terms than \( a(s) \) and \( b(s) \) respectively.

Example 2. For
\[
G(s) = \frac{2\sqrt{2}s + 4}{s^2 + \sqrt{2}s + 1},
\]
the Routh table gives
\[
A = \begin{bmatrix} -\sqrt{2} & 1 \\ -1 & 0 \end{bmatrix}
\]
and
\[ r_1(s) = \sqrt{2}s, \quad r_2(s) = 1. \]
Both (3) and (4) give
\[
[H_G(s)] = \begin{bmatrix} 1 & \sqrt{2} \\ \sqrt{2} & 1 \end{bmatrix}.
\]
The singular values of \([H_G(s)]\) are
\[
\sigma_1(G(s)) = \sqrt{2} + 1, \quad \sigma_2(G(s)) = \sqrt{2} - 1,
\]
and the corresponding singular vectors are
\[
[u_1, u_2] = \frac{1}{2} \begin{bmatrix} \sqrt{2} & -\sqrt{2} \\ \sqrt{2} & \sqrt{2} \end{bmatrix},
\]
\[
[v_1, v_2] = \frac{1}{2} \begin{bmatrix} \sqrt{2} & \sqrt{2} \\ \sqrt{2} & -\sqrt{2} \end{bmatrix}.
\]
Hence the corresponding Schmidt pairs are
\[
(U_1(s), V_1(s)) = \frac{1}{2} \begin{bmatrix} \sqrt{2} \sqrt{2} \\ \sqrt{2} \sqrt{2} \end{bmatrix} \begin{bmatrix} \sqrt{2} \\ \sqrt{2} \end{bmatrix},
\]
\[
(U_2(s), V_2(s)) = \frac{1}{2} \begin{bmatrix} \sqrt{2} \sqrt{2} \\ \sqrt{2} \sqrt{2} \end{bmatrix} \begin{bmatrix} \sqrt{2} \\ \sqrt{2} \end{bmatrix} = \begin{bmatrix} \sqrt{2}(s+1) \\ -\sqrt{2}(s+1) \end{bmatrix},
\]
\[
(U_3(s), V_3(s)) = \frac{1}{2} \begin{bmatrix} \sqrt{2} \sqrt{2} \\ \sqrt{2} \sqrt{2} \end{bmatrix} \begin{bmatrix} \sqrt{2} \\ \sqrt{2} \end{bmatrix} = \begin{bmatrix} \sqrt{2}(s+1) \\ -\sqrt{2}(s+1) \end{bmatrix}.
\]
It is seen that in this example \([H_G(s)]\) is a symmetric matrix and the left singular vectors are either the same or the negative of the right singular vectors. This is by no means an accident. It can be shown that \([H_G(s)]\) is always a symmetric matrix. This implies that its singular values are the absolute values of its eigenvalues and its left and right singular vectors are essentially the eigenvectors. This fact may offer some simplification in the computation.

5. HANKEL APPROXIMATION AND THE NEHARI PROBLEM

The problem of Hankel approximation is to find a lower order system to approximate a high order system so that the Hankel norm of the error is minimized. Precisely, if we are given a stable strictly proper transfer function
\[
G(s) = \frac{b(s)}{a(s)} = \frac{b_1s^{n-1} + \cdots + b_n}{a_0s^n + a_1s^{n-1} + \cdots + a_n}, \quad a_0 > 0,
\]
we wish to find
\[
\min_{\text{order } G(s) \leq r} \| G(s) - \hat{G}(s) \|_H
\]
and a minimizing \( \hat{G}(s) \). Here we assume that \( r < n \).

Before going into the solution of the Hankel approximation problem, we need to introduce a machinery. Let \( F(s) = \frac{g(s)}{f(s)} \) be an arbitrary rational function. It is well known that \( F(s) \) can be decomposed in a unique way as the sum of two rational functions
\[
g(s) \quad f(s) = \frac{\alpha(s)}{f(s)} + \frac{\beta(s)}{f(s)}
\]
where \( f(s) \) is strictly proper stable and \( \beta(s) \) is anti-stable. The action of the projection operator \( P \) is simply to take the stable strictly proper part, i.e., \( P \) defined as
\[
P \left[ \frac{\alpha(s)}{f(s)} \right] = \frac{\alpha(s)}{f(s)}.
\]

Theorem 4. Let \((U_{r+1}(s), V_{r+1}(s))\) be the Schmidt pair of \( G(s) \) corresponding to \((r+1)\)-st Hankel singular value \( \sigma_{r+1}(G(s)) \). Then
\[
\min_{\text{order } G(s) \leq r} \| G(s) - \hat{G}(s) \|_H = \sigma_{r+1}(G(s)),
\]
and the unique minimizing \( \hat{G}(s) \) is
\[
\hat{G}(s) = G(s) - P \left[ \sigma_{r+1} U_{r+1}(s) \right].
\]

Example 3. We wish to find the 1st order Hankel approximation \( \hat{G}(s) \) of
\[
G(s) = \frac{b(s)}{a(s)} = \frac{b_1s^{n-1} + \cdots + b_n}{a_0s^n + a_1s^{n-1} + \cdots + a_n}, \quad a_0 > 0,
\]
we wish to find
\[
\min_{\text{order } G(s) \leq 1} \| G(s) - \hat{G}(s) \|_H = \sigma_2(G(s)) = \sqrt{2} - 1.
\]
and the best approximation is given by
\[
\hat{G}(s) = \frac{2 + 2\sqrt{2}}{s + 1}.
\]

The Nehari problem is as follows: Given stable strictly proper system \( G(s) = \frac{b(s)}{a(s)} \), find
\[
\min_{Q(s) \in H_\infty} \| G(s) - Q(s) \|_\infty
\]
and a minimizing \( Q(s) \in H_\infty \).
Theorem 5.

\( \min_{Q(s) \in \mathcal{H}_\infty} \| G(-s) - Q(s) \|_\infty = \| G(s) \|_H \)

and if \( (U_1(s), V_1(s)) \) is a Schmidt pair of the \( H_G(s) \) corresponding to the largest singular value \( \sigma_1 \), then the unique optimal \( Q(s) \) is given by

\[
Q(s) = G(-s) - \sigma_1^{-1} U_1(-s) V_1(s).
\]

Example 4. For

\[
G(s) = \frac{b(s)}{a(s)} = \frac{2\sqrt{2} s + 4}{s^2 + \sqrt{2} s + 1},
\]

we wish to find \( Q(s) \in \mathcal{H}_\infty \) to minimize

\[
\| G(-s) - Q(s) \|_\infty.
\]

It follows from Theorem 5 and Example 2 that

\[
\min_{Q(s) \in \mathcal{H}_\infty} \| G(-s) - Q(s) \|_\infty = 1 + \sqrt{2}
\]

and the optimal \( Q(s) \) is given by

\[
Q(s) = \frac{(1 + \sqrt{2}) s + 3\sqrt{2} - 1}{s + 1}.
\]

The theorems in this section are well-known and were commonly credited to (Adamjan et al., 1971), see also the excellent exposition (Young, 1988). The novelty here is that the required Schmidt pairs can be computed by means of the Routh table. Routh table was used for model reduction before (Hutton and Friedland, 1975), but the method there has nothing to do with the Hankel approximation.

6. CONCLUDING REMARKS

The popular method of computing the \( H_2 \) norm, the Hankel singular values and the Schmidt pairs of the Hankel operator is through the state space model and Lyapunov equations, see (Zhou et al., 1996). The alternative method given in this paper, growing out of the classical Routh table, has apparent advantages, at least for SISO systems. It is conceptually simpler, numerically less complex, and mathematically less sophisticated. It well serves the original motivation for its development: the accessibility for undergraduate students and practicing engineers with minimal mathematical background. The method can also be extended to MIMO systems in an obvious way. Even in the MIMO case, this state space free method has its distinct merit compared to the state space method.
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