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Abstract

We study the (0, 1)-matrix completion with prescribed row and column sums
wherein the ones are permitted in a set of positions that form a Young diagram.
We characterize the solvability of such (0, 1)-matrix completion problems via
the nonnegativity of a structure tensor which is defined in terms of the prob-
lem parameters: the row sums, column sums, and the positions of fixed zeros.
This reduces the exponential number of inequalities in a direct characterization
yielded by the max-flow min-cut theorem to a polynomial number of inequal-
ities. The result is applied to two engineering problems arising in smart grid
and real-time systems, respectively.
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1. Introduction

Given are two nonnegative integral vectors r =
[
r1 r2 . . . rm

]′
and h =[

h1 h2 · · · hn

]′
. Assume that

∑m
i=1 ri =

∑n
j=1 hj . Let A (r, h) denote the

set of m×n (0, 1)-matrices with row sum vector given by r and column sum
vector given by h. In other words, a matrix A belongs to A (r, h) if and only if all
its entries are 0’s or 1’s such that the ith row sum is ri and the jth column sum is
hj . The completion of such (0, 1)-matrices with given row and column sums has
been attracting continuing interest since the independent pioneering works by
Gale [12] and Ryser [20] in 1957. Let A∗ be a (0, 1)-matrix with row sum vector
given by r such that the 1’s are put as far to the left as possible. The column
sum vector of A∗, denote by r∗, is referred to as the conjugate vector of r. Note
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that r∗ naturally has its elements ordered non-increasingly. The famous Gale-
Ryser Theorem says that A (r, h) ̸= ∅ if and only if the majorization relation
h ≺ r∗ holds, which by definition means

k∑
j=1

h↓
j ≤

k∑
j=1

r∗j , for k = 1, 2, . . . , n,

where h↓ stands for the reordered version of h with its elements rearranged in
a non-increasing order. For a comprehensive treatment of majorization theory
and its applications in combinatorics, one can refer to the book [17].

Gale and Ryser’s papers pointed to a number of research opportunities.
Efforts have been devoted to investigating various types of constrained (0, 1)-
matrix completion problems. In particular, attention has been paid to scenarios
where the 1’s are only permitted in a certain set of positions, and the remain-
ing positions are forced to be filled with 0’s. The positions wherein the 1’s are
permitted are called free positions, while the others are called forbidden posi-
tions. Studying the constrained (0, 1)-matrix completion problems, in addition
to being theoretically interesting, helps in many application areas such as oper-
ation research [12], discrete tomography [14], real-time systems [6], smart grid
[8, 13, 19], electoral seat allocation [16], etc. The article [2] and the book [3]
and the references therein provide a comprehensive survey. To better under-
stand the state of the art, some pertinent results closely related to this paper
are briefly reviewed below.

First, it has been widely recognized that there exists a natural one-one corre-
spondence between a (0, 1)-matrix and an associated network flow [12, 10, 2, 4].
As such, any (0, 1)-matrix completion problem, whether constrained or not, can
be computationally solved via an associated maximal flow problem in polynomi-
al time. While a numerical solution may serve the purpose in some applications,
in many others an analytic characterization for the solvability of the constrained
(0, 1)-matrix completion problems is also of great interest. In general, a direct
application of the well-known max-flow min-cut theorem yields a characteriza-
tion given by an exponential number of inequalities [18]. It is often desirable to
obtain a simpler characterization involving fewer inequalities by exploiting the
underlying pattern of the fixed zeros.

Indeed, substantial progress has been made in various special cases when
the fixed 0’s admit certain particular structures. Reference [11] considered a
subset of A (r, h) consisting of square (0, 1)-matrices with zero trace, i.e., the
diagonal elements are fixed to be 0’s. To deal with this case, let A♭ be a zero-
trace (0, 1)-matrix with row sum vector given by r such that all the 1’s are put
as far to the left as possible. Denote by r♭ the column sum vector of A♭. It
was shown in [11] that there exists a matrix in A (r, h) with zero trace if and
only if the majorization relation h ≺ r♭ holds. This result was then extended in
[1, 9] to the case with at most one fixed 0 in each column. Another interesting
extension was reported in [16] which considered the case when the fixed 0’s
correspond to a series of square submatrices on the main diagonal. Moreover,
the study of (0, 1)-matrix completion has also been generalized to the completion
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of integral matrices with given row and column sums wherein each entry lies
between a lower bound and an upper bound [7]. Under certain restrictions, [7]
provides a condition for the existence of such integral matrices given again by
a majorization type relation.

In addition to the majorization results, an alternative way to address the
(0, 1)-matrix completion problems is via the notion of structure matrix, intro-
duced by Ryser in the investigation of the trace of (0, 1)-matrices [21]. Specifi-
cally, the set A (r, h) is associated with an (m + 1) × (n + 1) structure matrix
W = [wk1k2 ] defined as:

wk1k2 = k1k2 +

m∑
i=k1+1

ri −
k2∑
j=1

hj ,

for k1 = 0, 1, . . . ,m, and k2 = 0, 1, . . . , n.

This matrix is called structure matrix since it is solely determined by the struc-
ture information available, namely, the row sum vector r and column sum vector
h, and is independent of the specific choice of a matrix A in A (r, h). It was
noted in [2] that the nonnegativity of W in fact gives an equivalent condition
for the nonemptyness of A (r, h). For the constrained (0, 1)-matrix completion
problems as described before, various modified versions of structure matrix have
been proposed. It turns out that in many cases, equivalent existence conditions
can be established in terms of the nonnegativity of the associated structure ma-
trices [9, 4, 16]. In particular, [4] considered a subset of A (r, h) in which every
matrix can be partitioned into the form

A =

[
A11 A12

A21 0

]
,

where 0 is an (m−p) × (n−q) zero matrix. The authors defined an associated
structure matrix W = [wk1k2 ] of dimension (p+1)× (q+1) as follows:

wk1k2
= k1k2 +

m∑
i=k1+1

ri −
k2∑
j=1

hj −
m∑

i=p+1

(ri − k2)
+ −

n∑
j=q+1

(hj − k1)
+,

for k1 = 0, 1, . . . , p, and k2 = 0, 1, . . . , q.

It was shown that this subset of A (r, h) is nonempty if and only if W is non-
negative.

In this paper, we study a particular type of constrained (0, 1)-matrix com-
pletion problems. Our study is motivated by two applications arising in smart
grid and real-time systems. To be specific, we are interested in the completion
of (0, 1)-matrices wherein the 1’s are only permitted in a set of positions that
form a Young diagram. In this case, the positions of the fixed 0’s correspond to
a staircase pattern. This problem, when the fixed 0’s form a zero block, special-
izes to the one considered in [4]. We note that the scenario with a staircase of
fixed 0’s has also been considered in [5] in a more general setting. Therein the
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authors generalized several classical results known for A (r, h) to the constrained
case and proposed a simple constructing algorithm. In this paper, we obtain a
characterization on r, h, and the positions of fixed 0’s for the solvability of the
concerned constrained (0, 1)-matrix completion problems. The characterization
is given in terms of the nonnegativity of a certain structure tensor. Such char-
acterization was not present in [5]. We also apply the result to the motivating
problems in smart grid and real-time systems.

The notation is more or less standard and will be made clear as we proceed.
A tensor W is said to be nonnegative, denoted W ≥ 0, if all the entries of W
are nonnegative.

2. Problem Formulation

We consider a specific type of constrained (0, 1)-matrix completion problems
wherein the free positions form a Young diagram. A Young diagram is a col-
lection of cells, arranged in left-justified rows with non-increasing row sizes. A
Young diagram is said to be of shape λ = {λ1, λ2, . . . , λm} if its row sizes are
given by λi, i = 1, 2, . . . ,m, where λ1 ≥ λ2 ≥ · · · ≥ λm. As an illustration, a
Young diagram of shape λ = {6, 4, 3} is shown in Figure 1.

Figure 1: A Young diagram of shape λ = {6, 4, 3}.

Let Aλ(r, h) be a subset of A (r, h) wherein the free positions form a Young
diagram of shape λ = {λ1, λ2, . . . , λm}. Without loss of generality, assume that
λ1 = n. Suppose there are τ distinct values in total among λ1, λ2, . . . , λm. Every
matrix A ∈ Aλ(r, h) then admits the following block upper anti-triangular form

A =


A11 · · · A1(τ−1) A1τ

A21 · · · A2(τ−1) 0

... . .
.

. .
. ...

Aτ1 0 · · · 0

 , (1)

where the forbidden positions form a (τ −1)-step staircase pattern. Let the size
of Aij be pi×qj . Denote by p̃i the ith partial sum of the sequence p1, p2, . . . , pτ ,

i.e., p̃i =
∑i

l=1 pl, i = 1, 2, . . . , τ . Similarly, denote by q̃j the jth partial sum of

the sequence q1, q2, . . . , qτ , i.e., q̃j =
∑j

l=1 ql, j = 1, 2, . . . , τ . Let p̃0 = q̃0 = 0.
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We wish to characterize when this constrained (0, 1)-matrix completion prob-
lem is solvable, i.e., Aλ(r, h) ̸= ∅. We are also interested in finding algorithms
to construct such a matrix A ∈ Aλ(r, h). Notice that when λ = {n, n, . . . , n},
Aλ(r, h) coincides with A (r, h) that has been extensively studied.

As is well known, a direct application of the max-flow min-cut theorem leads
to 2m+n inequalities. By exploiting the staircase pattern of fixed 0’s in Aλ(r, h),
we get a much simpler characterization involving only (q1+1)(q2+1) . . . (qτ +1)
inequalities. These inequalities can be expressed in a compact form via a certain
structure tensor that will be defined later.

The results in this paper extend straightforwardly to the case when the fixed
0’s exhibit the staircase pattern as in (1) after re-ordering of rows and columns.

3. Preliminary

Consider a network G = (V,E) with one source node s and one sink node
t, where V and E represent the node set and edge set, respectively. Denote by
(u, v) a directed edge from node u to node v. Each edge (u, v) has a nonnegative
capacity c(u, v). An s−t cut is a partition of the nodes into two disjoint sets S
and T such that s ∈ S and t ∈ T . The capacity of a cut, denoted c(S, T ), is the
sum of the capacities of the edges leaving the set S.

A celebrated result in network flow theory is the max-flow min-cut theorem.

Lemma 3.1 ([10]). In any network flow with source s and sink t, the value of
the maximum flow is equal to the minimum capacity over all s−t cuts.

Numerically, the maximum flow problem can be solved via various algorithms
in O(|E|) time where |E| is the number of edges, for instance, the well-known
Ford-Fulkerson algorithm [10]. Moreover, if all the edges have integer capacities,
there exists an integer maximal flow in the network. For more details on network
flow theory, one can refer to [10, 15].

Now, let us confine our attention to a bipartite network G = (V,E) where

V = {u1, u2, . . . , um, v1, v2, . . . , vn},
E = {(vj , ui)|(i, j) is a free position in Aλ(r, h)},

and each edge has capacity equal to 1. Associate each node with a demand:

d(ui) = ri, i = 1, 2, . . . ,m,

d(vj) = −hj , j = 1, 2, . . . , n.

A flow f in such a bipartite network with node demands is said to be feasible if
it satisfies the capacity constraint and∑

vj :(vj ,ui)∈E

f(vj , ui) ≥ d(ui), for each ui, i = 1, 2, . . . ,m,

∑
ui:(vj ,ui)∈E

f(vj , ui) ≤ −d(vj), for each vj , j = 1, 2, . . . , n.
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One can establish a one-one correspondence between a feasible integer flow
in G and a matrix A in Aλ(r, h): the flow on edge (vj , ui) corresponds to the
(i, j)th entry of A. Therefore, the constrained (0, 1)-matrix completion at hand
can be translated to a flow feasibility problem, which can be further translated
to the maximal flow problem of an augmented network. Specifically, let us add
two nodes s and t to the network. Also add an edge from node s to each node
vj , j = 1, 2, . . . , n, and an edge from each node ui, i = 1, 2, . . . ,m, to node t.
The capacities of the added edges are given by

c(s, vj) = −d(vj) = hj , j = 1, 2, . . . , n,

c(ui, t) = d(ui) = ri, i = 1, 2, . . . ,m.

We thus obtain an augmented network G̃ with only one source node s and one
sink node t.

Lemma 3.2 ([15]). The network G has a feasible integer flow f , if and only
if the augmented network G̃ has a maximum integer flow that saturates all the
edges leaving the source s and all the edges entering the sink t.

Lemma 3.2 together with the max-flow min-cut theorem indicates that there
exists a feasible integer flow in G if and only if the minimum capacity over all
cuts of G̃ is equal to

∑m
i=1 ri. In other words, all cuts of G̃ should have capacity

greater than or equal to
∑m

i=1 ri.

4. Main Result

Our main result relies critically on a notion called structure tensor defined
as below.

Let r, h, λ, and τ be as before. Assume the following monotonicity on r and
h:

rp̃i+1 ≥ rp̃i+2 ≥ · · · ≥ rp̃i+1 , i = 0, 1, . . . , τ − 1,

hq̃j+1 ≥ hq̃j+2 ≥ · · · ≥ hq̃j+1 , j = 0, 1, . . . , τ − 1.
(2)

This assumption is without loss of generality since one can always re-order the
rows and columns such that the monotonicity as in (2) is satisfied while the
Young pattern of the free positions is maintained.

Associated with Aλ(r, h), define a τth order tensor W (r, h, λ) = [wk1k2...kτ ]
as

wk1k2...kτ =

q̃1∑
j=k1+1

hj +

q̃2∑
j=q̃1+k2+1

hj + · · ·+
q̃τ∑

j=q̃τ−1+kτ+1

hj

−
p̃1∑
i=1

[ri−(k1+k2+· · ·+kτ )]
+−

p̃2∑
i=p̃1+1

[ri−(k1+k2+· · ·+kτ−1)]
+

− · · · −
p̃τ∑

i=p̃τ−1+1

(ri−k1)
+,

(3)
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where 0 ≤ k1 ≤ q1, 0 ≤ k2 ≤ q2, . . . , 0 ≤ kτ ≤ qτ . Such a tensor W is called the
structure tensor since it is completely determined by the structural information
r, h, λ, and has nothing to do with the specific choice of a matrix A in Aλ(r, h).

The main theorem in this paper gives a necessary and sufficient condition
for the nonemptyness of Aλ(r, h). The proof uses the same idea as the proof
of Theorem 2.3 in [4]. Nevertheless, the reduction of inequalities here is more
technically involved, leading to a condition given by the structure tensor.

Theorem 4.1. Aλ(r, h) ̸= ∅ if and only if W (r, h, λ) ≥ 0.

Proof. For notational convenience, we shall show the result for the represen-
tative case when τ = 3. The general case can be shown by a simple analogy.

As remarked before, Aλ(r, h) ̸= ∅ if and only if all the cuts in the augment-
ed network G̃ have capacities greater than or equal to

∑m
i=1 ri. Consider an

arbitrary cut (S, T ) of G̃. Observe that the node set S has the following form:

S = {s} ∪ {vj : j ∈ K} ∪ {ui : i ∈ L},

for some subset K ⊆ {1, 2, . . . , n} and L ⊆ {1, 2, . . . ,m}, where we define

K = {1, 2, . . . , n}\K, L = {1, 2, . . . ,m}\L.

The capacity of such a cut is then given by

c(S, T ) =
∑
j∈K

hj +
∑
i∈L

ri +
∑

j∈K,i∈L,(vj ,ui)∈E

c(vj , ui). (4)

In view of the above analysis, it follows that Aλ(r, h) is nonempty if and only if∑
j∈K

hj +
∑
i∈L

ri +
∑

j∈K,i∈L,(vj ,ui)∈E

c(vj , ui) ≥
m∑
i=1

ri, (5)

for all possible subsets K and L.
Note that condition (5) involves 2m+n inequalities. In the sequel, we shall

show that a large part of those inequalities are redundant and, thus, can be
excluded. To this end, we divide all the cuts into different classes and attempt
to find the cut with minimum capacity within each class. Specifically, let all the
cuts satisfying

|K∩{1, 2, . . . , q̃1}|=k1, |K∩{̃q1+1, q̃1+2, . . . , q̃2}|=k2, |K∩{̃q2+1, q̃2+2, . . . , q̃3}|=k3,
|L∩{1, 2, . . . , p̃1}|=l1, |L∩{p̃1+1, p̃1+2, . . . , p̃2}|=l2, |L∩{p̃2+1, p̃2+2, . . . , p̃3}|=l3,

for certain 0 ≤ k1 ≤ q1, 0 ≤ k2 ≤ q2, 0 ≤ k3 ≤ q3, and 0 ≤ l1 ≤ p1, 0 ≤ l2 ≤ p2,
0≤ l3 ≤ p3 form a class. One can see that any s−t cut belongs to one of such
classes.

Consider the class of cuts associated with k1, k2, k3 and l1, l2, l3. In view of
(4), the cut with minimal capacity within this class corresponds to

K = {1, 2, . . . , k1} ∪ {q̃1+1, q̃1+2, . . . , q̃1+k2} ∪ {q̃2+1, q̃2+2, . . . , q̃2+k3},
L = {1, 2, . . . , l1} ∪ {p̃1+1, p̃1+2, . . . , p̃1+l2} ∪ {p̃2+1, p̃2+2, . . . , p̃2+l3}.
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This is due to the monotonicity assumption on r and h as in (2) and the fact
that the term ∑

j∈K,i∈L,(vj ,ui)∈E

c(vj , ui)

is completely determined by k1, k2, k3 and l1, l2, l3. In fact, we have∑
j∈K,i∈L,(vj ,ui)∈E

c(vj , ui) = k1l1 + k1l2 + k1l3 + k2l1 + k2l2 + k3l1,

and, thus, the minimal capacity of the cuts within this class is given by

q̃1∑
j=k1+1

hj +

q̃2∑
j=q̃1+k2+1

hj +

q̃3∑
j=q̃2+k3+1

hj +
m∑
i=1

ri −
l1∑
i=1

ri −
p̃1+l2∑
i=p̃1+1

ri −
p̃2+l3∑
i=p̃2+1

ri

+ k1l1 + k1l2 + k1l3 + k2l1 + k2l2 + k3l1

=

q̃1∑
j=k1+1

hj +

q̃2∑
j=q̃1+k2+1

hj +

q̃3∑
j=q̃2+k3+1

hj +
m∑
i=1

ri

+

[
(k1 + k2 + k3)l1 −

l1∑
i=1

ri

]
+

(k1 + k2)l2 −
p̃1+l2∑
i=p̃1+1

ri

+

k1l3 − p̃2+l3∑
i=p̃2+1

ri

 .

Now, by invoking Lemma 2.1 in [4], we can further find the minimal capacity
within all classes of cuts corresponding to the same set of k1, k2, k3, i.e.,

min
0≤l1≤p1
0≤l2≤p2
0≤l3≤p3

q̃1∑
j=k1+1

hj +

q̃2∑
j=q̃1+k2+1

hj +

q̃3∑
j=q̃2+k3+1

hj +

m∑
i=1

ri

+

[
(k1+k2+k3)l1−

l1∑
i=1

ri

]
+

(k1+k2)l2 −
p̃1+l2∑
i=p̃1+1

ri

+
k1l3 −p̃2+l3∑

i=p̃2+1

ri


=

q̃1∑
j=k1+1

hj +

q̃2∑
j=q̃1+k2+1

hj +

q̃3∑
j=q̃2+k3+1

hj +
m∑
i=1

ri

−
p̃1∑
i=1

[ri−(k1+k2+k3)]
+ −

p̃2∑
i=p̃1+1

[ri−(k1+k2)]
+ −

p̃3∑
i=p̃2+1

(ri−k1)
+

=wk1k2k3 +
m∑
i=1

ri.

From here, one can see that the 2m+n inequalities in (5) hold if and only if
wk1k2k3 ≥ 0 for all 0≤k1≤q1, 0≤k2≤q2, 0≤k3≤q3. 2

Theorem 4.1 reduces the 2m+n inequalities in (5) to (q1+1)(q2+1) . . . (qτ+1)
inequalities. When τ = 1, the result simplifies to the well-known majorization
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condition for the nonemptyness of A (r, h). When τ = 2, the structure tensor
W (r, h, λ) becomes a structure matrix. Note that the case of τ = 2 has also
been studied in [4] which deploys a slightly different structure matrix. It can be
easily verified that the nonnegativity of both structure matrices is equivalent.

In the sequel, an intuitive interpretation is given for the nonnegativity of the
structure tensor W . For illustrative purpose, the case when τ = 3 is considered.
Suppose there exists a matrix A∈Aλ(r, h). For given k1, k2, k3, where 0≤k1≤
q1, 0 ≤ k2 ≤ q2, 0 ≤ k3 ≤ q3, define the following sets of positions:

P1 = {(i, j)|1 ≤ i ≤ p̃1, k1 < j ≤ q̃1},
P2 = {(i, j)|1 ≤ i ≤ p̃1, q̃1+k2 < j ≤ q̃2},
P3 = {(i, j)|1 ≤ i ≤ p̃1, q̃2+k3 < j ≤ q̃3},
P4 = {(i, j)|p̃1 < i ≤ p̃2, k1 < j ≤ q̃1},
P5 = {(i, j)|p̃1 < i ≤ p̃2, q̃1+k2 < j ≤ q̃2},
P6 = {(i, j)|p̃2 < i ≤ p̃3, k1 < j ≤ q̃1}.

These sets of positions are depicted in Figure 2, where the grey shaded staircase
area represents the forbidden positions. Let N1, N2, . . . , N6 be the number of

Figure 2: An interpretation of the nonnegativity of W .

1’s contained in the position sets P1, P2, . . . , P6, respectively. It is clear that

N1 +N4 +N6 =

q̃1∑
j=k1+1

hj ,

N2 +N5 =

q̃2∑
j=q̃1+k2+1

hj ,

N3 =

q̃3∑
j=q̃2+k3+1

hj .
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On the other hand, one can easily verify that

N1 +N2 +N3 ≥
p̃1∑
i=1

[ri−(k1+k2+k3)]
+,

N4 +N5 ≥
p̃2∑

i=p̃1+1

[ri−(k1+k2)]
+,

N6 ≥
p̃3∑

i=p̃2+1

(ri−k1)
+.

Combining the above observations, we have

6∑
i=1

Ni =

q̃1∑
j=k1+1

hj +

q̃2∑
j=q̃1+k2+1

hj +

q̃3∑
j=q̃2+k3+1

hj

≥
p̃1∑
i=1

[ri−(k1+k2+k3)]
+ +

p̃2∑
i=p̃1+1

[ri−(k1+k2)]
+ +

p̃3∑
i=p̃2+1

(ri−k1)
+,

which leads directly to the nonnegativity of W (r, h, λ).
The characterization of nonemptyness of Aλ(r, h) in Theorem 4.1 gives a

starting point in the study of such constrained (0, 1)-matrix completion prob-
lems. A natural question is how to construct such a matrix A ∈ Aλ(r, h). In
this regard, an effective algorithm has been proposed in [5] which suggests a
sequential allocation of 1’s from the last column to the preceding columns with
priority given to the rows with larger remaining demands.

5. Applications

We apply the results to two engineering problems arising in smart grid and
real-time systems.

5.1. Duration-deadline jointly differentiated energy services

A large penetration of uncertain renewable power such as wind and solar
into the electric grid makes it difficult to maintain the balance of demand and
supply of power. One way to help achieve balance is called demand response,
which attempts to utilize the flexibility in demand to compensate for the uncer-
tainty in supply. One form of demand response is the duration-deadline jointly
differentiated energy service proposed in [8].

Suppose that renewable power is delivered over n time slots. The power
available in time slot j is hj , j = 1, 2, . . . , n. Suppose there are m flexible loads,
indexed by i = 1, 2, . . . ,m. Load i requires 1kW of power for a duration of ri
time slots delivered no later than the λith time slot, with ri ≤ λi. The flexibility
resides in the fact that any ri time slots before the deadline λi will satisfy the
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requirement of load i. Thus the energy service is differentiated only by the
duration and the deadline of the power delivery.

Without loss of generality, assume that the delivery deadlines satisfy λ1 ≥
λ2 ≥ · · · ≥ λm. Let τ be the number of distinct values among λ1, λ2, . . . , λm.
Then there are τ different deadlines in total required by the flexible loads.
Denote the demand profile by r =

[
r1 r2 . . . rm

]′
and the supply profile by

h =
[
h1 h2 . . . hn

]′
. Without loss of generality, assume the monotonicity

of r and h as in (2).
A supply profile h is said to be adequate if there exists an allocation of power

such that all the load requirements are satisfied. Further, a supply profile h is
said to be exactly adequate if it is adequate and

∑n
j=1 hj =

∑m
i=1 ri, i.e., there

is no excess supply after the allocation. A first basic question is to find the
condition under which a given supply profile h is adequate. We first consider
exact adequacy, the case when

∑n
j=1 hj =

∑m
i=1 ri. Observe that allocating

the power to the flexible loads is equivalent to filling a (0, 1)-matrix wherein
the free positions form a Young diagram of shape λ = {λ1, λ2, . . . , λm}. Hence
the supply profile h is exactly adequate if and only if Aλ(r, h) is nonempty. In
view of Theorem 4.1, it follows that h is exactly adequate, if and only if the
associated structure tensor W (r, h, λ) is nonnegative. Note that the order of the
structure tensor is determined by the number of different deadlines.

Now we remove the assumption
∑n

j=1 hj =
∑m

i=1 ri and consider the gen-
eral adequacy of the supply profile. Similar to the above analysis, a given
supply profile h is adequate if and only if there exists a (0, 1)-matrix wherein
the free positions from a Young diagram of shape λ, the ith row sum is equal to
ri, i = 1, 2, . . . ,m, and the jth column sum is at most hj , j = 1, 2, . . . , n. Using
the language of network flow, h is adequate if and only if the corresponding
augmented network G̃ has a maximum flow that saturates all the edges into the
sink node t but may not saturate all the edges out of the source node s. Since
the value of the maximum flow is given by

min
k1,k2,...,kτ

wk1k2...kτ +

m∑
i=1

ri (6)

as indicated in the proof of Theorem 4.1, it follows that the maximum flow
saturates all the edges into the sink t if and only if W (r, h, λ) is nonnegative.

In summary, a given supply profile h is adequate if and only if the associated
structure tensor W (r, h, λ) is nonnegative. If, moreover,

∑n
j=1 hj =

∑m
i=1 ri,

then h is exactly adequate. For a given adequate supply profile h, one can then
construct a feasible power allocation by exploiting the algorithm given in [5].

A natural follow-up question is to find the adequacy gap: In the event that
the given supply profile h is inadequate, what is the minimum amount of sup-
plementary purchase required to satisfy all the load requirements?

Let g =
[
g1 g2 . . . gn

]′
be a nonnegative integer vector representing the

supplementary purchase. Finding the adequacy gap amounts to solving the
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following optimization problem:

minimize
n∑

j=1

gj ,

subject to W (r, h+g, λ) ≥ 0.

Recall that the maximal flow in the augmented network G̃ is given by the
quantity (6). In light of the one-one correspondence between a (0, 1)-matrix
and the associated network flow, this quantity also gives the largest number of
1’s that can be contained in a (0, 1)-matrix with row sums upper-bounded by
ri, i = 1, 2, . . . ,m, and column sums upper-bounded by hj , j = 1, 2, . . . , n. With
this observation, one can reason that the minimum supplementary purchase
required so as to meet all the demands is given by |mink1,k2,...,kτ wk1k2...kτ |.

We wish to mention that the idea of duration-differentiated energy service
was initiated in [19]. The authors therein assumed all the loads require the same
delivery deadline. The results discussed above, when reduced to the case of one
deadline, are consistent with those obtained in [19].

5.2. Job scheduling of preemptive multi-processor real-time systems

Consider the scheduling of a set of m independent jobs on d homogenous
processors, where d ≥ 1. Assume that all the jobs have synchronous arrival
times. Each job Ji is then characterized by two parameters: a computation
time ri and a deadline λi, where ri, λi are integers and ri ≤ λi. Assume that
a processor can only execute one job at a time. Preemption is allowed in the
sense that an executing job can be interrupted by another job at any time.
We are interested in finding a feasible job schedule such that all the jobs can be
finished before their respective deadlines. For a general introduction of real-time
systems, one can refer to the book [6].

Without loss of generality, assume that λ1 ≥ λ2 ≥ · · · ≥ λm and let τ
be the number of distinct values among λ1, λ2, . . . , λm. Let n = λ1. De-
note the demand profile by r =

[
r1 r2 . . . rm

]′
and supply profile by h =

d
[
1 1 . . . 1

]′
.

Observe that a feasible job schedule exists if and only if there exists a
(0, 1)-matrix wherein the free positions from a Young diagram of shape λ =
{λ1, λ2, . . . , λm}, the ith row sum is ri, i = 1, 2, . . . ,m, and the jth column sum
is at most d for j = 1, 2, . . . , n. Then, by the same argument as in the previous
application, we know that a feasible job schedule exists if and only if the associat-
ed structure tensorW (r, h, λ) is nonnegative leading to (q1+1)(q2+1) · · · (qτ+1)
number of inequalities. What’s more, the following theorem shows that by ex-
ploiting the flat nature of the supply profile h, one can further reduce the number
of inequalities to simply τ , i.e., the number of distinct deadlines. Before stating
the theorem, we introduce some notation. Let A♯ be a (0, 1)-matrix with row
sum vector r such that all the 1’s are put in the free positions as far to the right
as possible. Denote by r♯ the column sum vector of A♯. It is easy to see that
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the entries of r♯ satisfy the following monotonicity:

r♯q̃i+1 ≤ r♯q̃i+2 ≤ · · · ≤ r♯q̃i+1
, i = 0, 1, 2, . . . , τ − 1.

Theorem 5.1. There exists a feasible job schedule if and only if

ld ≥
l∑

j=1

r♯j (7)

holds for each l = q̃1, q̃2, . . . , q̃τ .

Proof. From the above analysis, we know that a feasible job schedule exists if
and only if W (r, h, λ) ≥ 0. By some straightforward yet tedious derivation, one
can verify that

min
k1+k2+···+kτ=n−l

0≤k1≤q1,0≤k2≤q2,...,0≤kτ≤qτ

wk1k2...kτ = ld−
l∑

j=1

r♯j

holds for l = 0, 1, 2, . . . , n. This yields that a feasible job schedule exists if
and only if the inequality (7) holds for l = 1, 2, . . . , n. Comparing with the
result stated in the theorem, it remains to show that the inequality (7) holds
for l = 1, 2, . . . , n if it holds for l = q̃1, q̃2, . . . , q̃τ .

First, it is rather straightforward to verify that if the inequality (7) holds
for l = q̃1, then it holds for l = 1, 2, . . . , q̃1, since the supply profile is pure flat
and r♯1≤r♯2≤· · ·≤r♯q̃1 .

In what follows, we shall show that if the inequality (7) holds for l = q̃1 and
l = q̃2, then it holds for l = q̃1+1, q̃1+2, . . . , q̃2. We show this by contradiction.
Assume that ld <

∑l
j=1 r

♯
j for some l, where q̃1 + 1 ≤ l < q̃2. Then one of the

following two scenarios will occur.

Scenario 1: (q̃2 − l)d ≤
∑q̃2

j=l+1 r
♯
j .

Scenario 2: (q̃2 − l)d >
∑q̃2

j=l+1 r
♯
j .

In scenario 1, we have q̃2d <
∑q̃2

j=1 r
♯
j which results in a contradiction. In

scenario 2, since (q̃2 − l)d >
∑q̃2

j=l+1 r
♯
j and r♯q̃1+1 ≤ r♯q̃1+2 ≤ · · · ≤ r♯q̃2 , it follows

that (l − q̃1)d >
∑l

j=q̃1+1 r
♯
j yielding q̃1d <

∑q̃1
j=1 r

♯
j which also results in a

contradiction.
Finally, by a simple analogy, one can show that if the inequality (7) holds

for l = q̃i and l = q̃i+1, then it holds for l = q̃i + 1, q̃i + 2, . . . , q̃i+1, where
i = 2, 3, . . . , τ − 1. 2

Note that when the condition in Theorem 5.1 holds, a feasible job schedule
can be found by applying the algorithm proposed in [5].
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6. Conclusion

In this paper, we study a type of constrained (0, 1)-matrix completion prob-
lems wherein the free positions form a Young diagram. The main contribution
lies in a nice and simple solvability characterization in terms of the nonnegativ-
ity of a structure tensor. To illustrate the effectiveness of our results, we apply
them to two engineering problems arising in smart grid and real-time systems,
respectively.
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