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Abstract

In this paper, we study the networked stabilization of a continuous-time multi-input system wherein the multiple control
inputs are transmitted through a small number of shared channels with stochastic multiplicative uncertainties. Transmission
scheduling over the shared channels needs to be performed so that at any time instant, each channel transmits only one control
input. The main novelty of this work lies in the idea of scheduling/control co-design which suggests that the design of the
transmission scheduling and the controller should be treated jointly rather than separately. By virtue of such a co-design, a
sufficient condition is obtained for the channels’ overall quality of service required for stabilization given in terms of twice of
the topological entropy of the plant. A numerical example is provided to illustrate our result.
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1 Introduction

The rapid development of communication technology is
transforming more and more feedback control systems
into networked control systems (NCSs), in which the
information exchange between the controller and plant is
through communication networks. In the study of NCSs,
one fundamental issue, amongmany others, is networked
stabilization with various information constraints.

A well-known result developed in the past two decades is
the data rate theorem or capacity theorem for networked
stabilization of single-input systems. It reveals that the
minimum data rate (channel capacity) rendering stabi-
lization possible for a single-input system is given by the
topological entropy of the plant, i.e., the logarithm of the
absolute product of unstable poles for a discrete-time
plant, or the sum of unstable poles for a continuous-time
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plant. This result has been established under a variety of
information constraints, see [10,12] for quantization, [3]
for signal-to-noise ratio constraint, [9,32] for stochastic
multiplicative uncertainty, to name just a few.

For stabilizing multi-input NCSs, references [23,31,32]
exploit the idea of channel/controller co-design and show
that the minimum total channel capacity required for
stabilization is given again in terms of the topological en-
tropy of the plant. An alternative approach is developed
in [25,28] to study the discrete-time MIMO systems over
signal-to-noise ratio constrained channels via utilizing a
coding strategy. Recently, the stabilization of discrete-
time MIMO systems over stochastic multiplicative noise
channels has been discussed in [22].

Researchers have also showed interest in the scenario
when multiple sensors and/or multiple actuators need to
share a communication channel. A dynamic scheduling
and stochastic scheduling policy have been proposed in
[18,19] respectively, wherein a predictive control method
has been utilized along with the scheduling scheme. A
stochastic scheduling policy has also been developed in
[14] in studying an estimation problem over a shared
channel. The authors in [15] derivedmaximally allowable
transmission interval and maximally allowable delay
that guarantee stability of NCSs with only partial sensor
measurements and partial actuator signals granted
access to the channel per sampling interval.
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Inspired by the existing works, we study in this paper
the networked stabilization of multi-input systems over
shared channels with stochastic multiplicative uncer-
tainties. Transmission scheduling of the control inputs is
performed over the shared channels so that at any time
instant, each channel serves only one control input. Our
objective is to derive a condition on the quality of service
of the channels rendering stabilization possible.

We start with a simple case when there is only one shared
channel and then extend to the general case when there
are several shared channels. The key for establishing our
result lies in the idea of scheduling/control co-design, i.e.,
the transmission scheduling is assumed to be designed
simultaneously with the controller design. By virtue of
this additional design freedom, a sufficient condition is
obtained for the overall quality of service of the channels
required for stabilization given in terms of twice of the
topological entropy of the plant.

Some preliminary results on the special case of a single
shared channel have been reported in the authors’ earlier
conference paper [6]. In the current paper, we extend the
study to the general case of multiple shared channels.
Furthermore, we provide an alternative design scheme
with uniform scheduling and linear coding that has not
been considered in the conference version. To ensure the
completeness of the story, the case of one shared channel
is also included in the current paper. The concept of
scheduling/control co-design has been used in the study
of embedded control systems for integrating control and
computing [30]. Recently, it attracts interests from the
research community of NCSs as well [2,4,7,18].

The rest of this paper is organized as follows. Section 2
formulates the problem. Section 3 studies the networked
stabilization over one single shared channel. Section 4
extends the study to the general case of several shared
channels. The problem is revisited in Section 5, where an
alternative scheme with uniform scheduling and linear
coding is presented. An illustrative example is worked
out in Section 6. The paper is concluded in Section 7.

Most notation in this paper is more or less standard and
will be made clear as we proceed. The symbol ⊙ means
Hadamard product. Denote the identity matrix by I, the
open unit disk byD, and the open left half complex plane
by C−. Denote by Sn the space of n× n real symmetric
matrices. Denote by SC

n the complexification of Sn, i.e.,
the space of n × n complex symmetric matrices. The
spectrum of a linear operator L from Sn to Sn is defined
to be σ(L )={λ∈C : ∃X∈SC

n , X ̸=0,L (X)=λX}. For
a stable m×m transfer function G(s), define the mixed
norm

∥G(s)∥2,1=
√∥∥∥[∥G(s)ij∥22

]∥∥∥
1
=

√√√√ max
1≤j≤m

m∑
i=1

∥G(s)ij∥22,

where ∥G(s)ij∥2 is the H2 norm of the (i, j)th entry of
G(s).

2 Problem Formulation

Consider the NCS as shown in Fig. 1, where [A|B] is
a continuous-time linear time invariant (LTI) system
described by the state space model

ẋ(t) = Ax(t) +Bu(t), x(0) = x0,

with A ∈ Rn×n, B ∈ Rn×m. Assume that [A|B] is
stabilizable and the state x(t) is available for feedback.
The control signal v(t) = Fx(t), where F is a state
feedback gain, is transmitted through a communication
network to the plant.
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Fig. 1. State feedback via communication network.

For a single-input system, by nature, one communication
channel suffices to serve the transmission purpose. For
a multi-input system, a common setup in many existing
studies [23,31,32] is to assume the same number of
communication channels as the number of control inputs
so that each channel transmits a particular control input.

Here, we are interested in a scenario when the control
inputs have to share a small number of communication
channels. We start with a simple case when there is only
one communication channel serving all control signals.
In this case, a multiplexer/de-multiplexer pair can be
exploited so that only one control input is transmitted
though the channel at one time, as depicted in Fig. 2.
The task performed by the multiplexer/de-multiplexer
pair is referred to as transmission scheduling, which
is reminiscent of the time-division-multiple-access (TD-
MA) scheme [13] developed in the communication field.
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Fig. 2. A multiplexer channel.

Due to the uncertainties in the communication process,
the control signal received is a distorted version of the
transmitted one. We focus on the stochastic multiplica-
tive uncertainty in the transmission process, and model
the input-output relationship of the channel as

r(t) = κ(t)s(t), (1)
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where s(t) is the transmitted signal, r(t) is the received
signal and κ(t) is a white noise process independent
of s(t). Let the mean and autocovariance of κ(t) be µ
and σ2δ(τ), respectively. We can rewrite (1) into r(t) =
r1(t)+r2(t) with r1(t) = µs(t) and r2(t) = (κ(t)−µ)s(t).
Then, r1(t) is simply a constant scaled version of the
transmitted signal, while r2(t) is the transmission noise.
The following quantity (referred to as quality of service
of the channel)

QoS =
E[r1(t)

2]

E[r2(t)2]
=

µ2E[s(t)2]

σ2E[s(t)2]
=

µ2

σ2

plays an important role in our study.

The above networked multi-input system over a shared
channel can be considered as a special type of switched
linear system called multiple controller system [26] as
below:

ẋ(t) = Ax(t) +Bθκ(t)vθ(t), (2)

where θ is the abbreviation for the scheduling signal
θ(t) that is piecewise constant and takes values from
the index set I = {1, 2, . . . ,m}. Assume that θ(t) = i
for t ∈ [t1, t2), then Bθ = Bi and vθ(t) = Fix(t) for
t ∈ [t1, t2), where Bi is the ith column of B and Fi is the
ith row of F .

Note that periodic scheduling is popular in engineering
design and implementation from the practical perspec-
tive. Also, as stated in Theorem 3.11 in [26], a switched
linear system can be stabilized if and only if it can be
stabilized with a periodic scheduling signal. Therefore,
hereinafter we consider the case of periodic scheduling in
the sense that there exists a period T such that θ(t+T ) =
θ(t), ∀t ≥ 0. Without loss of generality, assume that the
control inputs are sequentially transmitted from the first

input to the last input. Denote π =
[
π1 π2 . . . πm

]′
as

a probability vector, where 0 ≤ πi ≤ 1,
∑m

i=1 πi = 1.
Then a periodic scheduling signal can be expressed as

θ(t) =


1, if t ∈ [kT, kT+π1T ),

2, if t ∈ [kT+π1T, kT+(π1+π2)T ),
...

m, if t ∈ [kT+(
∑m−1

i=1 πi)T, (k+1)T ),

(3)

where k = 0, 1, 2, . . . . Intuitively, πi represents the
duty cycle of the ith control input, i.e., the fraction of
transmission time allocated to the ith control input. The
vector π is also referred to as an allocation vector in the
sequel.

We are interested in finding a condition on the channel’s
quality of service under which the networked stabiliza-
tion can be achieved by a linear state feedback controller

v(t) = Fx(t). The main novelty of this work is in the
idea of scheduling/control co-design, i.e., designing the
scheduling signal and the controller simultaneously.

Before proceeding, recall that the topological entropy [1]
of a matrix A ∈ Rn×n is given by h(A) =

∑
|λi|>1 ln |λi|,

where λi are the eigenvalues of A. Based on this,
we define the topological entropy of a continuous-time
system ẋ(t) = Ax(t) as H(A) = h(eA) =

∑
R(λi)>0 λi,

where λi are the eigenvalues of A and R(λi) means the
real part of λi.

3 Stabilization over a Single Shared Channel

We first define the notion of MS stabilizability.

Definition 1 [A|B] is said to be MS stabilizable over a
shared channel with stochastic multiplicative uncertainty
if there exist θ(t) and F such that for every initial state

x(0), N(t) , E[x(t)x′(t)] is well-defined for any t > 0
and limt→∞ N(t) = 0.

As mentioned before, the multi-input NCS over a shared
channel can be considered as a switched linear system
given by (2). With the periodic scheduling signal θ(t) as
in (3), applying Itô’s formula [17] to N(t) yields

Ṅ(t)=Li(N(t)), if t ∈

[
kT+

i−1∑
l=1

πlT, kT+

i∑
l=1

πlT

)
,

(4)

where i = 1, 2, . . . ,m, k = 0, 1, 2, . . . , and Li is a linear
operator from Sn to Sn given by

Li : X 7→ (A+µBiFi)X +X(A+µBiFi)
′

+ σ2BiFiXF ′
iB

′
i.

Integrating both sides of (4) and discretizing N(t) with
period T yields

N((k+1)T ) = T (N(kT )), k = 0, 1, 2, . . . ,

where T is a linear operator from Sn to Sn given by

T = eπmLmT eπm−1Lm−1T . . . eπ1L1T . (5)

The operator T is called stable if σ(T )⊂ D. One can
easily verify that N(t) → 0 when t → ∞ is equivalent
to N(kT )→ 0 when k→∞. Hence, the stabilization is
accomplished if and only if σ(T ) ⊂ D.

To analyze the operator T , we exploit the Campbell-
Baker-Hausdorff (CBH) formula [8] that goes as follows:
There exists ϵ > 0 such that for t ∈ (−ϵ, ϵ), there holds

eAteBt = e(A+B)t+ 1
2 [A,B]t2+ 1

12 ([A,[A,B]]+[B,[B,A]])t3+···,
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where [A,B] = AB − BA is the commutator product of
A and B. Based on the CBH formula, a method called
average method [26] is developed in the switched system
theory in studying the stabilization of switched linear
systems. For the problem at hand, the following lemma
can be easily deduced with the CBH formula. The details
of the proof are omitted for brevity. Similar results can
be found in [26,27].

Lemma 1 Let A1, . . . ,Am be linear operators from Sn

to Sn. Then there exists ϵ > 0 such that when 0 < t < ϵ,

it holds eAmteAm−1t . . . eA1t = e(
∑m

i=1
Ai)t+o(t), where

o(t)
t → 0 as t → 0.

Applying Lemma 1 to the operator T as in (5) yields

T = e(
∑m

i=1
πiLi)T+o(T ) (6)

for sufficiently small T . In this case, one can approximate
the logarithm of the operator T by the product of T
and an average operator L =

∑m
i=1 πiLi. Hence, the

networked stabilization problem amounts to studyingL
that is precisely a linear operator from Sn to Sn given by

L : X 7→ (A+BMF )X +X(A+BMF )′

+B(Σ2 ⊙ (FXF ′))B′,

where

M = diag{π1µ, π2µ, . . . , πmµ},
Σ2 = diag{π1σ

2, π2σ
2, . . . , πmσ2}.

The operator L is called stable if σ(L ) ⊂ C−.

The following lemma gives several criteria in verifying
the stability of L . The equivalence between statements
(a), (b), and (c) can be referred to [32]. The equivalence
between the implications (a) and (d) is the continuous-
time counterpart of Theorem 6.4 in [9]. The details of
the proof are omitted here for brevity.

Lemma 2 The following statements are equivalent:

(a) σ(L ) ⊂ C−.
(b) There exists X > 0 and F such that L (X) < 0.
(c) There exists X > 0 such that

A′X+XA−XBM(Σ2⊙(B′XB))−1MB′X<0.

(d) It holds

inf
D∈D,F :A+BMF is stable

∥D−1T (s)DΦ∥2,1 < 1, (7)

where T (s) = F (sI −A−BMF )−1BM , Φ = M−1Σ,
andD is the set of allm×m positive diagonal matrices.

We assume that the allocation vector π can be designed
simultaneously with the controller. How to choose the
allocation vector π appropriately so as to facilitate the
stabilization? Some inspiration can be drawn from the
Wonham decomposition of a system that was originally
put forward in [29] for the multi-input pole placement
problem. Given a multi-input stabilizable system [A|B],
one can carry out a series of controllable/uncontrollable
decompositions which eventually give rise to the Won-
ham decomposition as follows:


A1 ∗ · · · ∗

0 A2
. . .

...
...

. . .
. . . ∗

0 · · · 0 Am



∣∣∣∣∣∣∣∣∣∣∣∣


b1 ∗ · · · ∗

0 b2
. . .

...
...

. . .
. . . ∗

0 · · · 0 bm



 , (8)

where [Ai|bi] is stabilizable for i = 1, 2, . . . ,m. It is clear
that the ith control input is used to stabilize the ith
subsystem [Ai|bi]. Moreover, previous experience [9,32]
tells that there is a minimum amount of stabilization
work that has to be done by the ith input which is given
in terms of H(Ai). With this observation in mind, we
design the duty cycle of the ith control input to be equal

to the ratio of H(Ai) over H(A), i.e., πi = H(Ai)
H(A) . It

turns out that such design of allocation vector fits the
purpose. A condition on the channel’s quality of service
required for stabilization is presented in the following
theorem which has been shown in the conference version
[6]. We include the proof here for the completeness of
the paper.

Theorem 1 The system [A|B] is MS stabilizable over a
shared channel with stochastic multiplicative uncertainty
if QoS > 2H(A).

PROOF. Without loss of generality, we assume that
all the eigenvalues of A lie in the open right half complex
plane. To show the theorem, we aim to find a positive
diagonal matrix D, a state feedback gain F together
with an allocation vector π such that the inequality (7)
holds. If that is the case, by Lemma 2, σ(L ) ⊂ C−.
Then, in view of (6), one can always choose T sufficiently
small to make σ(T ) ⊂ D and thus achieve the MS
stabilization. In the sequel, the desired matrices D, F
and the allocation vector π are constructed.

Without loss of generality, [A|B] is assumed to be of
the form given by the Wonham decomposition as in (8),
where each subsystem [Ai|bi] is stabilizable with state
dimension ni. Clearly, we have

∑m
i=1 ni = n. For each

subsystem [Ai|bi], it has been shown that [3]

inf
fi:Ai+biπiµfi is stable

∥Ti(s)∥22 = 2H(Ai), (9)
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where

Ti(s) = fi(sI −Ai − biπiµfi)
−1biπiµ. (10)

We now set

D = diag{1, ϵ, . . . , ϵm−1} (11)

with ϵ a small positive real number. Also define

P = diag{In1 , ϵIn2 , . . . , ϵ
m−1Inm}.

Then

D−1T (s)DΦ

= D−1F (sI−A−BMF )−1BMDΦ

= D−1FP (sI−P−1AP−P−1BMFP )−1P−1BMDΦ

= F (sI−P−1AP−P−1BMDF )−1P−1BMDΦ.
(12)

Simple calculations show that

P−1AP =


A1 O(ϵ) · · · O(ϵ)

0 A2
. . .

...
...

. . .
. . . O(ϵ)

0 · · · 0 Am

 , (13)

P−1BMD =


b1π1µ O(ϵ) · · · O(ϵ)

0 b2π2µ
. . .

...
...

. . .
. . . O(ϵ)

0 · · · 0 bmπmµ

 , (14)

where O(ϵ)
ϵ approaches to a finite constant as ϵ → 0. By

making ϵ small, we approximately decompose [A|BM ]
into m single-input systems [Ai|biπiµ], i = 1, 2, . . . ,m.
Since QoS > 2H(A) and H(A) =

∑m
i=1 H(Ai), we can

choose πi =
H(Ai)
H(A) satisfying

∑m
i=1 πi = 1 and πiQoS >

2H(Ai). We now set F = diag{f1, f2, . . . , fm} such that
Ai+biπiµfi is stable and ∥Ti(s)∥22 < πiQoS, where Ti(s)
is given by (10). The existence of such fi is guaranteed
by (9) and the fact that πiQoS > 2H(Ai). In view of
(12), (13) and (14), it can now be verified that

D−1T (s)DΦ

= diag{ T1(s)√
π1QoS

,
T2(s)√
π2QoS

, . . . ,
Tm(s)√
πmQoS

}+O(ϵ; s),

whereO(ϵ; s) → 0 as ϵ → 0. Since ∥Ti(s)∥2 <
√
πiQoS, it

follows that ∥D−1T (s)DΦ∥2,1 < 1 for sufficiently small
ϵ. This completes the proof.

Remark 1 As in the above proof, a feasible allocation
is to make πiQoS > 2H(Ai) and thus is not unique.

Taking πi =
H(Ai)
H(A) is only one of the feasible allocations.

Such allocation of transmission time shares a similar
spirit of the channel resource allocation as in [23,31,32].
In those works, the capacities are allocated among the
input channels subject to a total capacity constraint,
while in this work, communication resource is allocated
by deciding the duty cycle of each control input.

Remark 2 One can see that fast switching is needed
to accomplish stabilization when the QoS is close to
2H(A). In fact, there is a trade-off between the QoS and
the allowable switching rate. The larger QoS, the lower
switching rate can be adopted. The allowable switching
rate also depends on the controller. The design of fi as
in the above proof minimizes ∥Ti(s)∥2 and has a positive
role in permitting a lower switching rate. For a detailed
estimation of the allowable switching rate, one can refer
to [11,21].

We wish to mention that the authors’ conference paper
[6] claimed that QoS > 2H(A) is necessary and sufficient
for MS stabilization but the necessity proof therein was
not correct. Whether this condition is necessary remains
to be answered and is under our current investigation.

4 Stabilization over Several Shared Channels

The same idea can extend to the more general scenario
when multiple control inputs are transmitted through
several shared channels. Consider again the continuous-
time linear system [A|B] with control inputs generated
by a state feedback controller v(t) = Fx(t). Assume that
there are p communication channels available between
the controller and the actuators. Each channel has its
input-output relationship modeled by

rj(t) = κj(t)sj(t), j = 1, 2, . . . , p,

where sj(t) is transmitted signal, rj(t) is received signal,
and κj(t) is white noise withmean µj and autocovariance
σ2
j δ(τ). Assume that κj(t), j = 1, 2, . . . , p, are mutually

independent and also independent of sj(t). The quality
of service of the channels are given by

QoSj =
µ2
j

σ2
j

, j = 1, 2, . . . , p.

The overall quality of service is then given byQoSoverall=∑p
j=1 QoSj . Each communication channel is equipped

with a multiplexer/de-multiplexer pair so that transmis-
sion scheduling of the control inputs is performed over
the shared channels.

Different from the single-channel case, we introduce a
scaling factor αj , j = 1, 2, . . . , p, for each channel, i.e.,
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the control signals are scaled first by a factor of αj before
being transmitted over the jth channel. The scaling
factors can be designed. Then, the networked system can
be described by the following dynamic equation:

ẋ(t)=Ax(t)+


B′

θ1

B′
θ2
...

B′
θp



′
κ1(t) 0 · · · 0

0 κ2(t)
. . .

...
...

. . .
. . . 0

0 · · · 0 κp(t)




α1vθ1(t)

α2vθ2(t)
...

αpvθp(t)

 ,

where θj , j = 1, 2, . . . , p, is the abbreviation for the
scheduling signal θj(t) associated with the jth commu-
nication channel. As before, the scheduling signals are
piecewise constant and take values from the index set
I = {1, 2, . . . ,m}.

The MS stabilizability defined in Section 3 can be adapt-
ed directly to the case considered here. Again, periodic
scheduling is adopted with the scheduling period denot-
ed by T . Each channel is associated with a probability

vector πj =
[
πj
1 πj

2 . . . πj
m

]′
, j = 1, 2, . . . , p, where the

non-negative component πj
i represents the duty cycle of

the ith control input over the jth channel and satisfies
the constraint

∑m
i=1 π

j
i = 1. Without loss of generality,

assume that the scheduling signal θj(t), j = 1, 2, . . . , p,
takes the following form:

θj(t) =


1, if t ∈ [kT, kT+πj

1T ),

2, if t ∈ [kT+πj
1T, kT+(πj

1+πj
2)T ),

...

m, if t ∈ [kT+(
∑m−1

i=1 πj
i )T, (k+1)T ),

where k = 0, 1, 2, . . . .

Now, let

µ̃i =

p∑
j=1

πj
iαjµj , σ̃2

i =

p∑
j=1

πj
iα

2
jσ

2
j , i = 1, 2, . . . ,m.

Mimicking the analysis in the previous section on the
behavior of the state covariance, we will end up with the
following linear operator from Sn to Sn:

L̃ : X 7→ (A+BM̃F )X +X(A+BM̃F )′

+B(Σ̃2 ⊙ (FXF ′))B′,

where

M̃ = diag {µ̃1, µ̃2, . . . , µ̃m} , Σ̃2 = diag
{
σ̃2
1 , σ̃

2
2 , . . . , σ̃

2
m

}
.

In analogy to the previous study, when the scheduling
period T is sufficiently small, the MS stabilization can

be accomplished if there exists an F together with a set
of allocation vectors π1, π2, . . . , πp and scaling factors
α1, α2, . . . , αp such that the operator L̃ is stable, i.e.,

σ(L̃ ) ⊂ C−. A straightforward adaption of Lemma 2

gives several criteria in verifying the stability of L̃ .

We wish to find a condition on the channels’ quality of
service under which the networked stabilization can be
achieved. Again, how to design the transmission schedul-
ing over the shared channels is a critical issue. It may
happen that several channels participate in transmitting
the same control input. In other words, several channels
may contribute partially to the transmission of a control
input. Considering this, analogously to the case of p = 1,
here we design the allocation vectors π1, π2, . . . , πp to be
such that

∑p
j=1 π

j
iQoSj > 2H(Ai) for i = 1, 2, . . . ,m.

We end up with a condition on the overall quality of
service rendering stabilization possible. The distribution
of the individual channel’s quality of service appears not
relevant. See the following theorem.

Theorem 2 [A|B] is MS stabilizable over several shared
channels with stochastic multiplicative uncertainties if
QoSoverall > 2H(A).

PROOF. Without loss of generality, assume that all
the eigenvalues of A lie in the open right half complex
plane and [A|B] is in the form ofWonham decomposition
given by (8). In light of an adaption of the implication
(d) in Lemma 2, it suffices to show

inf
D∈D,F :A+BM̃F is stable

∥D−1T̃ (s)DΦ̃∥2,1 < 1,

where T̃ (s) = F (sI−A−BM̃F )−1BM̃ , Φ̃ = M̃−1Σ̃, and
D is the set of all m×m positive diagonal matrices. We
have three design freedoms here: the allocation vectors
πj , the scaling factors αj , and the state feedback gain F .

Since QoSoverall > 2H(A), we can find a set of allocation

vectors π1, π2, . . . , πp such that
∑p

j=1π
j
iQoSj >2H(Ai)

for all i = 1, 2, . . . ,m. Also, we can design scaling factors

αj such that
µ1

α1σ2
1

=
µ2

α2σ2
2

= · · · = µp

αpσ2
p

. In this case,

one can verify that

p∑
j=1

πj
iQoSj =

µ̃2
i

σ̃2
i

and thus,
µ̃2
i

σ̃2
i

>

2H(Ai).

Now, for each subsystem [Ai|bi] in the Wonham decom-
position, we have [3]

inf
fi:Ai+biµ̃ifi is stable

∥T̃i(s)∥22 = 2H(Ai), (15)

where

T̃i(s) = fi(sI −Ai − biµ̃ifi)
−1biµ̃i. (16)
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Let F = diag{f1, f2, . . . , fm} such that Ai + biµ̃ifi is

stable and ∥T̃i(s)∥22 <
µ̃2
i

σ̃2
i

, where T̃i(s) is given by (16).

The existence of such fi is guaranteed by (15) and the

inequality
µ̃2
i

σ̃2
i

> 2H(Ai). LetD be as in (11). In a similar

way to the proof of Theorem 1, one can verify that

D−1T̃ (s)DΦ̃

= diag{T̃1(s)
σ̃1

µ̃1
, T̃2(s)

σ̃2

µ̃2
, . . . , T̃m(s)

σ̃m

µ̃m
}+O(ϵ; s),

where O(ϵ; s) → 0 as ϵ → 0. Since ∥T̃i(s)∥2 < µ̃i

σ̃i
, it

follows that ∥D−1T̃ (s)DΦ̃∥2,1<1 for sufficiently smallϵ.
This completes the proof.

5 Stabilization with Uniform Scheduling and
Linear Coding

In this section, we present an alternative scheme with
uniform scheduling and linear coding. For simplicity, we
focus on the case of a single shared channel. The exten-
sion to the multiple shared channels is straightforward.

Recall in Section 3, the main idea of scheduling/control
co-design is to perform the Wonham decomposition (8)
and assign the duty cycle of the ith control input to

be H(Ai)
H(A) , i.e., proportional to the topological entropy

of the ith subsystem [Ai|bi]. It is interesting to see if
it is possible to stabilize the networked control system
with a simple uniform scheduling, i.e., assign equal duty
cycle to all the control inputs. It turns out the answer
is affirmative, provided that a linear encoding/decoding
mechanism is allowed.

As shown in Fig. 3, the control signal v undergoes a
linear encoding via a matrix S ∈ Rm×m before it is
transmitted over the shared channel and the received
signal p undergoes a linear decoding via a matrix R ∈
Rm×m before it is applied to the actuators. The encoder
matrix S and decoder matrix R can be freely designed.
Let the scheduling signal θ(t) be as in (3) with π1 =
π2 = · · · = πm = 1

m , i.e., uniform scheduling is adopted.

F

-v1...vm-
S

-q1...qm
AA-

-

�� �Channel ���
-p1...
-pm

R

-u1
...
-um

[A|B]

6 x

Fig. 3. Networked control with linear coding.

Mimicking the analysis in Section 3 on the behavior of
the state covariance, we end up with the following linear
operator from Sn to Sn:

L : X 7→ (A+BRMSF )X +X(A+BRMSF )′

+BR(Σ
2 ⊙ (SFXF ′S′))R′B′,

where M =
µ

m
I and Σ

2
=

σ2

m
I. In analogy to previous

analysis, when the scheduling period T is sufficiently
small, the MS stabilization can be accomplished if there
exists a state feedback gain F together with an encoder
matrix S and a decoder matrix R such that the operator
L is stable.

Theorem 3 When uniform scheduling is used, [A|B] is
MS stabilizable via linear coding if QoS > 2H(A).

To prepare the proof of Theorem 3, we introduce the
notion of majorization and a useful lemma.

For x, y ∈ Rn, we denote by x↓ and y↓ the rearranged
versions of x and y so that their elements are arranged
in a non-increasing order. We say that x is majorized by
y, denoted by x 4 y, if

k∑
i=1

x↓
i ≤

k∑
i=1

y↓i , for k = 1, . . . , n− 1,

n∑
i=1

x↓
i =

n∑
i=1

y↓i .

Majorization orders the level of fluctuations when the
averages are the same. Specifically, x4 y indicates that
the elements of x are more even or, less spread out, than
the elements of y.

Lemma 3 ([20]) There exists a real symmetric matrix
X with eigenvalues λ1, λ2, . . . , λn, and diagonal elements
d1, d2, . . . , dn, if and only if[

d1 d2 · · · dn
]′

4
[
λ1 λ2 · · · λn

]′
.

When the majorization condition in Lemma 3 is satis-
fied, algorithms for finding the desired symmetric matrix
X have also been developed in the literature [5,16].

PROOF of Theorem 3.We seek a state feedback gain
F together with an encoder/decoder pair such that

inf
D∈D,F :A+BRMSF is stable

∥D−1T (s)DΦ∥2,1 < 1,

holds, where T (s) = SF (sI − A − BRMSF )−1BRM ,

Φ = M
−1
Σ =

√
m
σ

µ
I.

To this end, without loss of generality, assume that [A|B]
is in the form of Wonham decomposition (8). We design
F in the same way as in the proof to Theorem 1 and
let S = UD−1, R = DU ′, where U ∈ Rm×m is an

7



orthogonal matrix to be designed and D is in the form
of (11). Then

∥T (s)Φ∥22,1

= max
1≤j≤m

1

2π

∫ ∞

−∞

{
ΦT

∗
(jω)T (jω)Φ

}
jj
dω

= max
1≤j≤m

{
ΦU(diag{∥T1(s)∥22, . . . , ∥Tm(s)∥22}

+o(ϵ))U ′Φ
}
jj

= max
1≤j≤m

{
ΦU(diag{2H(A1), . . . , 2H(Am)}

+o(ϵ))U ′Φ
}
jj
,

where Ti(s) is given by (10) with πi =
1
m . Since[

H(A)
m

H(A)
m . . . H(A)

m

]′
4

[
H(A1) H(A2) . . . H(Am)

]′
,

by Lemma 3, an orthogonal matrix U can be constructed

such that (U (diag{H(A1), . . . ,H(Am)})U ′)jj = H(A)
m

holds for j = 1, 2, . . . ,m. Then ∥T (s)Φ∥22,1 = 2H(A)
QoS +

o(ϵ). Since QoS > 2H(A), when ϵ is sufficiently small,
we have ∥T (s)Φ∥2,1 < 1 which completes the proof.

6 An Illustrative Example

Consider the following unstable system [A|B]:

A=


4 0 0 0

0 2 0 0

0 0 1 0

0 0 0 1

 , B=
[
B1 B2 B3

]
=


1 0 0

1 1 0

0 1 1

0 0 1

 ,

with x0 =
[
1 1 1 1

]′
. It is stabilizable and already in

the Wonham decomposition form with

A = diag{A1, A2, A3}, b1 =
[
1 1

]′
, b2 = 1, b3 = 1,

where A1 =

[
4 0

0 2

]
, A2 = 1, A3 = 1. The topological

entropy of the plant isH(A)=H(A1)+H(A2)+H(A3) =
(4 + 2) + 1 + 1 = 8.

For illustration, we consider a case when there is only
one channel linking the controller and the actuators. Let
µ=4, σ2=0.98. The quality of service of the channel is

QoS = µ2

σ2 = 16.32 which is greater than 2H(A) by two
percents. Theorem 1 implies that in this case, the NCS
can be MS stabilized by a feasible scheduling/control co-
design. One such co-design is carried out as below.

Design the periodic scheduling signal θ(t) as in (3) with

T = 0.1 (sec) and π =
[
0.75 0.125 0.125

]′
. For the

controller design, we solve theH2 optimal Ti(s) as in (9)
for the following three single-input systems:

[A1|b1π1µ] =

[
4 0 3

0 2 3

]
,

[A2|b2π2µ] =
[
1 0.5

]
,

[A3|b3π3µ] =
[
1 0.5

]
,

yielding the optimal feedback gains f1 =
[
−8 4

]
, f2 =

−4, and f3 = −4, respectively. Let F = diag{f1, f2, f3}.
With this scheduling/control co-design, the Frobenius
norm of the state covariance N(kT ) converges to zero
asymptotically, as shown in Fig. 4.

0 50 100 150 200 250 300
0

500

1000

1500

2000

2500

kT (sec)

‖N
(k

T
)‖

F

Fig. 4. Closed-loop evolution of ∥N(kT )∥F .

7 Conclusion

In this paper, we study the stabilization of a continuous-
time networked multi-input system wherein the control
inputs are transmitted through several shared channels
subject to stochastic multiplicative uncertainties. Our
investigation starts with a simple case when there is only
one shared channel and then extends to the general case
of multiple shared channels. The key idea lies in the
introduction of scheduling/control co-design, i.e., design
the transmission scheduling and the controller jointly
to stabilize the NCS. Under such co-design, a sufficient
condition on the channels’ quality of service required for
stabilization is obtained, given in terms of twice of the
topological entropy of the plant.
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